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ABSTRACT

Accurate and efficient prediction of well production is essential for extending a well’s life cycle and
improving reservoir recovery. Traditional models require expensive computational time and various
types of formation and fluid data. Besides, frequent manual operations are always ignored because of
their cumbersome processing. In this paper, a novel hybrid model is established that considers the ad-
vantages of linearity and nonlinearity, as well as the impact of manual operations. This integrates the
autoregressive integrated moving average (ARIMA) model and the long short term memory (LSTM)
model. The ARIMA model filters linear trends in the production time series data and passes on the re-
sidual value to the LSTM model. Given that the manual open-shut operations lead to nonlinear fluctu-
ations, the residual and daily production time series are composed of the LSTM input data. To compare
the performance of the hybrid models ARIMA-LSTM and ARIMA-LSTM-DP (Daily Production time series)
with the ARIMA, LSTM, and LSTM-DP models, production time series of three actual wells are analyzed.
Four indexes, namely, root mean squared error (RMSE), mean absolute error (MAE), mean absolute
percentage error (MAPE), and similarity (Sim) values are evaluated to calculate the prediction accuracy.
The results of the experiments indicate that the single ARIMA model has a good performance in the
steady production decline curves. Conversely, the LSTM model has obvious advantages over the ARIMA
model to the fluctuating nonlinear data. And coupling models (ARIMA-LSTM, ARIMA-LSTM-DP) exhibit
better results than the individual ARIMA, LSTM, or LSTM-DP models, wherein the ARIMA-LSTM-DP
model performs even better when the well production series are affected by frequent manual operations.

© 2020 Elsevier Ltd. All rights reserved.

1. Introduction

becomes more complicated and challenging.
Typically, three methods are used for building well production

Accurate prediction of well production is essential and chal-
lenging for the efficient development and management of oil and
gas resources. As the most significant energy, oil and gas provide up
to 58% contribution to the total global energy consumption in the
year 2019 [1]. Production forecast is always playing a significant
role in the entire life cycle of oil and gas wells including early
resource assessment, middle technology adjustment, and later
enhancing recovery. Meanwhile, oil and gas resources development
is affected by various factors [2,3] such as reservoir heterogeneity,
flow mechanism complexity, development method diversity and
manual interference, which make accurate production forecasting
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forecasting models. Numerical simulation is the most common
method for predicting oil and gas production. The process is based
on numerical models [4—6] and provides good results and fully
describes the geological heterogeneity of the reservoir. However,
the models are tedious and time-consuming [7] and involve
establishing the geological model, numerical model and history
matching. They also require various types of formation and fluid
data, such as logging, permeability, porosity, and saturation. Addi-
tionally, analytical methods are used to calculate different types of
wellbore flow rate changes. To obtain the analytical solution, some
assumptions based on formation heterogeneity, complex well
structure, and boundary conditions are required [8—10]. Although
these assumptions can simplify complex reservoir models, the
analytical results may not match the actual production changes,
especially frequent manual operations and underground multi-
phase flow. Additionally, accurate analytical solutions are based on
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correct formation and fluid data, which often require long-lasting
and expensive physical experiments. The traditional decline curve
method [11,12] can predict production performance from the
analysis of long-term oil and gas production data. The basis of
decline curve analysis involves matching past actual production
rate/time data with a “model”, such as exponential, harmonic, and
hyperbolic models. These models are all ideal curves and cannot
consider the actual formation factors. Hence, it is difficult to guar-
antee the correct performance using this method. Therefore, a more
effective and convenient method should be established, which can
consider the internal decline by various formation and fluid factors,
as well as the external influence by manual operations.

The production data is a typical time series structure, which is
affected by numerous internal and external factors. Hence, many
researchers [13—15] use time series exploration methods to extract
hidden information from past time series to predict the future
behavior of well production. ARIMA is one of the most well-known
and successful linear statistical models for time series prediction. It
was proposed by Box and Jenkins [16] in the early 1970s. Based on
the perspective of forecasting characteristics, ARIMA model can
successfully address linear sequences and has been applied in many
fields, such as electricity [17], agriculture [18,19], weather [20], as
well as petroleum industry [21,22]. Due to the shortcomings in
nonlinear feature extraction, this method has not been used widely
in production forecasting.

In recent years , advancement of artificial intelligence and big
data collection in the oilfield, researchers are increasingly focusing
on machine learning (ML) methods to solve production forecasting
problems [23—26], such as artificial neural network (ANN), recur-
rent neural network (RNN), long short term memory (LSTM), con-
volutional neural network (CNN), gated recurrent units (GRU) and
so on. Among the above models, LSTM, a modified RNN architecture
is introduced by Hochreiter and Schmidhuber in 1997 [27]. The
LSTM algorithm has attracted much attention for its sufficiency to
capture nonlinear trends and dependencies. The results [25,26,28]
indicate that LSTM performs better than traditional decline curve
analysis methods considering the influence of multiple factors
simultaneously. However, some shortcomings emerge in single Al
models such as low convergence, outliers influence, loss of time,
local minima and so on. In order to overcome those problems,
considerable hybrid models are proposed to take advantage of each
component model and improve forecasting performance.

To improve convergence speed and global searching abilities of
the single neural network, many hybrid models [26,29,30] have
been proposed to enhance production time series performance
prediction, in which genetic algorithm (GA), particle swarm opti-
mization (PSO) or imperialist competitive algorithm (ICA) methods
are applied to optimize the coefficients and configuration of neural
network. Then to overcome the loss of time problems, in
Refs. [31—33], the CNN layer and principal component analysis
(PCA) are employed to extract features of short-term time series
and neural network is to perform long term prediction of well
production. The reduced-order models [34,35] such as extended
dynamic mode decomposition (EDMD), proper orthogonal
decomposition and discrete empirical interpolation method (POD-
DEIM) are applied to construct robust deep learning architectures,
which combine the physical model with deep learning methods for
accurate approximation of oil and gas production. Based on the
principle of “decomposition and ensemble”, the machine learning
method LSTM has been performed by ensemble empirical mode
decomposition (EEMD) for the sake of improving prediction accu-
racy [36].

For the other time series problems, hybrid models have also
been widely applied to overcome the shortcomings of the single
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neural network model. For example, Seckin [37,38] proposed sup-
port vector regression (SVR) with a wrapper-based feature selec-
tion approach to predict volatility in crude oil price time series. A
hybrid neural network named deep CNN and gated recurrent unit
network (DCGNet) is designed for sintering temperature fore-
casting [39]. Mi [40] built a wind speed multi-step prediction
model based on the singular spectrum analysis (SSA), empirical
mode decomposition and convolutional support vector machine
(CNNSVM). Aytac [41] developed a hybrid forecasting model based
on LSTM and empirical wavelet transform (EWT) decomposition for
digital currency time series.

However, another hybrid approach based on the linear statisti-
cal model with machine learning model has been applied to many
other fields successfully [42—46], but has not received enough
attention in well production forecasting. This model takes advan-
tage of linear and nonlinear models to improve forecasting per-
formance. As the most well-known and effective linear statistical
model, ARIMA model is good at filtering linear tendency in the time
series. At the same time, the RNN model suit to exact the compli-
cated non-linear relations due to the special memory and deter-
mine structure. Hence, we are inspired by the success of this hybrid
prediction model. Besides, the well production data are affected by
the internal flow mechanisms of underground oil and gas wells and
external manual operations. So these complex factors can be used
to construct well production time series, which contain linear and
nonlinear behaviors. Therefore, we propose the hybrid model that
combines ARIMA with LSTM machine learning method to build
well production forecasting models.

Additionally, the frequent manual operation is an important
reason for the nonlinear trend of well production data, as shown in
Fig. 1. In the actual production process, oil wells are often faced
frequent opening and closing operations. Manual operations
cannot be predicted via modeling. Thus, daily production time se-
ries are added as a component of nonlinear parts. Subsequently, we
obtained another coupling model, which can be named ARIMA-
LSTM considering daily production time (ARIMA-LSTM-DP) model.

The main goal of this study is to build reliable and accurate
forecasting models for oil and gas well production time series. The
hybrid models of ARIMA-LSTM and ARIMA-LSTM-DP are studied
through two components for modeling linear and non-linear parts,
and verified by three actual well production data. The main
contribution of this study includes (1) in the theoretical aspect, it is
demonstrated that the hybrid model ARIMA-LSTM is a powerful
and convenient method for production forecasting. Manual oper-
ations are the important sources of nonlinear fluctuation, which
can be considered in the LSTM network effectively; (2) in the
practical aspect, it provides a guide to engineers on how to choose
the suitable method to deal with complicated oil and gas rate time
sequence. The ARIMA method is a good tool for stable decline rate
curves, and LSTM is good at solving the nonlinear fluctuating data.
The hybrid model ARIMA-LSTM has a better performance while
considering linear and nonlinear models. The ARIMA-LSTM-DP is
the best choice when the production time series have obvious
nonlinear fluctuation.

The rest of this paper is organized as follows: In Section 2, we
describe our proposed models in detail. In Section 3, we present the
analysis process of well production, namely linear prediction of
ARIMA model, nonlinear prediction of the LSTM model, and
coupling prediction results. In section 4, comparisons between
hybrid models and individual models are made. In Section 5, we
present the conclusions of the study.
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Fig. 1. Production rate and daily production time curves.
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2. Methodology

The well production data are typical times series data and can be
assumed to contain linear and nonlinear components. As per pre-
vious studies, ARIMA is a traditional and effective linear statistical
method for time series forecasting. Conversely, LSTM can capture
nonlinear features in a dataset. Given that the manual open-shut
well operations from the surface lead to nonlinear fluctuations in
production data, we propose a coupling of ARIMA-LSTM-DP models
to incorporate linear and nonlinear parts, which in turn indicates
the effect of the open-shut manual operations.

2.1. Well production data with open-shut operations

The actual well production time series are often accompanied by

frequent open-shut manual operations wherein the shut time can
vary from a few hours to days. The relationship curves (Fig. 1)
indicate that the trend of changes in well production is evidently
affected by daily production time. There are some studies [29,47]
that delete the shut-in day points and move the production time
series forward. However, the length of the shut-in time determines
the degree of formation pressure recovery, which significantly
impacts the well production in the future. Therefore, the simple
deletion process leads to the omission of information, which in turn
ignores the pressure recovery process. In addition to shutting a well
all day, some hours of shut-in operations are also common, as
shown in Fig. 1. Hence, the daily production time series should be
considered in the model training process.

Given that the open-shut manual operations mainly affect the
nonlinear fluctuations of well production curves, the daily
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production time series are recorded for LSTM deep learning to
capture nonlinear production features, which in turn can lead to
accurate production forecasts.

2.2. Autoregressive integrated moving average model, ARIMA

The ARIMA model is one of the most popular linear regression
models for forecasting stationary time series. The model is
expressed as ARIMA (p, D, q), where the parameters p, D and q
denote the structure of the forecasting model, which is a combi-
nation of auto-regression AR(p), moving average MA(q) and dif-
ferencing degree D. The mathematical formula of the ARIMA (p, D,
q) can be described as follows:

(1 - zp:(piLi> (1—L)Px = (1 + ia,-v’) et (1)
i=1 i=1

where L denotes the lag operator, ¢;are the parameters of the auto-
regressive part of the model, #;are the parameters of the MA part,
and e;are error terms.

Box and Jenkins [16] proposed a general process to build an
ARIMA model, which involves three iterative steps. The first step
involves the identification and selection of the type of model. To
judge the best fitting model, stationary time series are essential, in
which the basic statistical properties, such as mean, variance, and
covariance or autocorrelation, are constant over time. To construct
the stationary time series, an appropriate degree (D) of differencing
is used. Then, the autocorrelation function (ACF) and partial auto-
correlation function (PACF) are examined to select the model type.
The second step involves parameter estimation. To select order g
and p of the ARIMA model, many methods have been developed
based on Akaikes information criterion (AIC) [48], minimum
description length (MDL) [49], AIC, and Bayesian information cri-
terion (BIC) [50] or fuzzy systems [51]. In this study, we use the AIC
and BIC metric to estimate the parameters. The last step involves
diagnostic checking of residual analysis. The errors are examined
via some diagnostic statistics and plots of the residuals. Thus, we
use the residual time series from the ARIMA model as the input for
the subsequent LSTM model.

2.3. The long short term method, LSTM

Long short term memory (LSTM) network is an extension of the
recurrent neural network (RNN). Due to its versatility in addressing
parameters with large dimensions and the use of nonlinear acti-
vation functions in each layer, the LSTM model can capture

Forget gate

Input gate Output gate

\ 4

G

hy

\ 4

Fig. 2. LSTM cell structure.
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nonlinear trends in data and remember previous information over
a long time. Hence, LSTM has been successfully applied to
numerous time series problems. The advantage of the LSTM
structure is that it contains three types of gates, including the input,
forget, and output. As shown in Fig. 2, the LSTM solves the van-
ishing gradient problem of RNN and allows the storage of infor-
mation over a long-term period.

The main information flow of the LSTM cell (Fig. 2) can be
described mathematically. The symbols & and ® denote addition
and multiplication in the model, and the arrow denotes the flow
direction of information. The first layer of memory gate determines
removing unnecessary information to the cell state and can be
expressed as follows:

ﬁ:a(wfxxt+utht,1+bf) 2)

where f; denotes forgetting threshold at time t, ¢ denotes the sig-
moid activation function, Wfand Us denote the weights, x;denotes
the input value, h;_jdenotes the output value at time t-1, and
brdenotes the bias term.

The second input gate decides which information should be
stored in the cell state from the current input vector. This includes
decisioni;, which updates the value and tanh layer for generating a
new state value C;. the specific expressions are as follows:

it:U(WiXX[-FUiXht,]‘Fbi) (3)

?[ = U(Wc X Xt + UC X ht,] + bc) (4)

where irdenotes the input threshold at time t, W;,U;,W, , andU.are
the weights, bcand b;are bias terms. To update the state of the cell at
time t, the expressions is as follows:

CtZﬁXCt_]+itXEt (5)

The third layer is produced as output information in the current
time step and can be expressed as follows:

Ot =0(Wo x x¢ + Uy x ht_1 +bo) (6)

whereO;denotes the output threshold at time t, Wyand U,are the
weights , and b,is the bias term. Then, the output value of the cell
can be expressed as follows:

hy =0 x tanh(Ct) (7)

where h; denotes the output value of the cell at time t, tanh denotes
the activation function, and Ctdenotes the state of the cell at time t.
After the data are passed through the three gates, the effective
information is the output, and the invalid information is forgotten.

2.4. The proposed hybrid models

The well production data are in the form of time series data and
can be assumed to consist of a linear portion and nonlinear portion,
which can be expressed as follows:

Xe=Lt + Nt + &t (8)

where L; denotes the linearity of the data at time t, N; signifies
nonlinearity, and e denotes the error term. The ARIMA method can
successfully model nonlinear relationships in the time series data,
and LSTM can successfully model nonlinear components. To reach
the best forecasting results, we construct two hybrid models, as
shown in Fig. 3, which combine the advantages of ARIMA and LSTM
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Based on the working flow of the proposed method in Fig. 3, the
hybrid models can be divided into four steps: (1) recording of the
raw data. The data used in this paper are the original production
data from actual oilfields. Hence, their results can show actual well
production changes. (2) Linear prediction of the ARIMA model. The
statistical model of ARIMA is applied to extract the linear portion L;
of production time series and return the residual items ¢; and auto-
regression order p, which are the input terms for the next step. (3)
Nonlinear prediction of LSTM modeling. We build two hybrid
models with or without considering manual open—shut operation
as shown in Fig. 3. In model 1 (ARIMA-LSTM), the residuals from the
ARIMA model are the only inputs for the LSTM machine learning
model. Hence, we forecast the nonlinear data asN. = f(e(t — 1),
e(t —2),---,e(t — p)). In model 2 (ARIMA-LSTM-DP), the input times
series data include the residual terms and daily production time
series. Hence, nonlinear data forecasting can be expressed asN, =
f(é(t - 1)6(1- - 2)/ “'75(t - p)vh(t - ])7h(t - 2)7 h(t - p)) (4)
Coupling and evaluating the final result of ARIMA-LSTM model. The
final result of fitting the production time series can be obtained by
adding the ARIMA model’s forecast results to the LSTM network’s
forecast results. Subsequently, the performance assessment is
conducted.

2.5. Evaluation indicators

To assess the prediction performance under different experi-
mental scenarios, scientific evaluation indicators are selected for
the time series prediction. We choose root mean squared error
(RMSE), mean absolute error (MAE), mean absolute percentage
error (MAPE), and similarity (Sim) as evaluation metrics, which are
used for evaluating the performance of different models in
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forecasting results and can be expressed as follows:

-l n
RMSE = J - l;(xi(t) = Yi(t) ®)
MAE= 1> l(6) ~ i) (10)
i=1
1 G Jxat) =y
MAPE_EZW‘ (11)

i=1

. 1 1
Sim(x,y) :E Z 1+ % (O)—yi (D)

i=1 max(x)—min(x)

(12)

where x;(t) denotes the original well production data value, yj(t)
denotes the production value predicted by different models, n de-
notes the number of time series. Generally, the lower values of
RMSE, MAE, and MAPE lead to better performance of the fore-
casting task. Furthermore, the Sim value is in the interval [0, 1], and
higher Sim values indicate better fitting results.

3. Analysis of well production

In this section, production data from three actual wells are used
to illustrate the prediction modeling steps. Based on the working
flow process of hybrid models in Fig. 3, we first describe the pro-
duction datasets, then use ARIMA and LSTM methods to forecast
the linear and nonlinear parts, respectively, and finally, the
coupling results are obtained and evaluated via different criteria.

3.1. Raw data description

To investigate the prediction performance of the proposed
hybrid models, the oil production and daily production time series
of three wells are gathered from an oilfield in China, as shown in
Fig. 1. With respect to well 1, 2476 observations are recorded from
July 20, 2013 to September 1, 2019, and the first 1980 samples are
used for training. These samples used for training constitute 80% of
the entire time series length. The remaining 496 samples are used
for testing. The production time series for well 2 and well 3 include
1608 and 687 samples, respectively. They are also divided into
training set and testing set with a ratio of 4:1. The statistical in-
formation of the three wells is calculated and shown in Table 1.

Unlike other time series data, well production data are not only
affected by geological factors, such as permeability, porosity, and
saturation, but also by manual operations, especially the shut-in
operations. As shown in Fig. 1, the open-shut operations are
frequently one of the main causes that lead to the fluctuations in
the well rate curves. Hence, the hybrid model (ARIMA-LSTM-DP),
including the daily production time series, is also considered in the
paper.

3.2. Linear prediction of ARIMA model

As shown in 2.2, the ARIMA method is applied to the well rate
series to obtain the linear predicted values L(t) and their residuals.
This consists of three steps: identification, estimation, and predic-
tion. Firstly, the differencing process is applied to ensure that the
well rate time series is stationary. This in turn aids in obtaining the
degree of integration D, where is unusual to perform the differ-
encing operation for more than two times. Hence, the common
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Table 1
The Statistical information of three well production data.
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Time series data Count Mean Min Max Standard derivation
Well 1 Production rate 2476 216.617 0 374.97 81.1337

Daily production time 2476 23.559 0 24 2476
Well 2 Production rate 1608 241.6439 0 385.78 62.9745

Daily production time 1608 23.5878 0 24 2.4375
Well 3 Production rate 687 146.2542 0 470.81 100.6431

Daily production time 687 22.231 0 24 6.0661

value of D corresponds to 0, 1, or 2. To satisfy the stationarity
conditions, the D values of these three wells are 1, 1 and 2,
respectively. Then, the ACF and PACF curves are calculated to aid the
selection of model type, and p and g maximum values are deter-
mined. By using the minimum value of the AIC error metric, the
orders of p and q are decided for the ARIMA model of each well as
shown in Table 2. As observed, the ARIMA (4, 1, 3), ARIMA (1,1, 1),
ARIMA (1, 2, 3) models are obtained to forecast the linear produc-
tion part of three wells.

After determining the parameters of the ARIMA(p, D, q) model,
the production of all three wells is forecasted, as shown in Fig. 4,
and the evaluation indicators are calculated and listed in Table 3. In
Fig. 4, the linear modeling results of each well, based on the ARIMA
method, are shown in two parts. The upper part of each well curve
shows the results of the well production training and testing, and
the first 80% training data are fitted via the ARIMA model. The
remaining 20% testing data are forecasted (the red line denotes the
original data, the black line denotes forecasting outcomes, and the
black dots indicate 95% probability area). The results indicate that
the declining trend of well production is successfully predicted,
especially with respect to the steady decrease in well 3 wherein the
Sim value is as high as 0.9096. The results of other wells also
indicated good performance with a similarity of more than 80%.
And all actual production values are within 95% probability range.
The RMSE values of three wells are 27.7097, 26.96, and 14.5281,
respectively. It shows that the ARIMA method is an effective tool for
the relatively stable linear trend, but nonlinear fluctuation is not
preferred.

Furthermore, the residual time series are obtained and are
shown in the lower part of each well curves. The blue line indicates
the fluctuating error wherein the ARIMA model is used to fit the
input training data for the subsequent LSTM model, and the black
line denotes the residual ARIMA model forecasting of the test set,
which is considered as the test data of the LSTM model.

3.3. Nonlinear prediction of LSTM modeling

The LSTM models are developed to discover the nonlinear re-
lations of well production. In the hybrid model (ARIMA-LSTM), we
use the residual values that are derived from the ARIMA model as
the sole inputs for the LSTM model. In the ARIMA-LSTM-DP model,
the daily production time series are added into the inputs for the
LSTM model. In this paper, the multi-step ahead prediction models
based on one-step ahead prediction are used. This implies that to
forecast the value of y(t), p previous value y(t-1), y(t-2), y(t-
3),...,y(t-p) are used. Subsequently, to forecast the value of y(t+1),

Table 2
The p, D, q values of three well production data.
Well name p value D value q value
Well 1 4 1 3
Well 2 1 1 1
Well 3 1 2 3

y(t) is used as one of the input values along with the previous terms
as mentioned above.

To ensure a better fit and prevent the training from diverging,
we standardize the training data such that its mean and unit
variance corresponds to zero. The normalized parameters are
calculated as follows:

X X —X¢ Y- Y
ENTSX) N T Std(Yo)

(13)
whereX; yandY; y denote normalized input time series and output
production series, respectively, X;andY;denote the original input
time series and output production data, X;andY; denote the
average values of the inputs and outputs. Furthermore, Std(X;)
andStd(Y:)denote the standard deviations.

Overfitting is a common problem in a training process wherein
the predictive performance on the training data set is good. How-
ever, the predictive performance is poor on the newly forecasted
data. To prevent this type of problem, a dropout layer and ridge
regularization (L2) layer are added in the LSTM model. Our
designed neural network architecture consists of input, LSTM,
dropout, fully connected layer, L2 regularization, and regression
Layer. Due to the complex architecture of the LSTM model, the
parameters play an important role in forecasting accuracy. Through
trial and error, we set the number of iterations to [100, 200, 300,
400, 500, 600, 700, 800, 900, 1000]. Each iteration is calculated 10
times. The optimal number of iterations is obtained with minimum
average RMSE values. In our model, it turns out that it is not the
larger of iteration number, the better performs. The final outcome
for three wells is set as 100, 200, and 500. The other hyper-
parameters are applied in the training process with a mini-batch
size of 20, an Adam optimization function, a dropout rate of 0.2,
an L2-norm regularization parameter of 0.0001, and an initial
learning rate of 0.005. The results of the LSTM prediction with and
without considering daily production time series are shown in
Fig. 5, and the error values are listed in Table 4.

Fig. 5 compares the LSTM predicted results for ARIMA fitting
residuals of the three wells. Each well graph indicates that the
ARIMA residuals of well 1 and well 2 fluctuate frequently, and the
change in well 3 is relatively small. It is evident that the ARIMA-
LSTM-DP yields the best results wherein the forecast values are
approximately the same as the ARIMA residuals. The non-linear
fluctuations, caused by manual operations, can be predicted
effectively. For example, in well 3 during time period of
658—667 Days, the ARIMA-LSTM-DP model has obvious grooves
that indicate the shut-in operations. The results of the ARIMA-LSTM
model are not as good when compared to that of the previous
model. However, the ARIMA-LSTM model still captures the overall
trend of the ARIMA residual very well. It is difficult to capture se-
vere changes via the ARIMA-LSTM model because the sudden
fluctuations are mainly due to manual operations.

Table 4 lists the errors that are obtained using the LSTM and
LSTM-DP algorithms on the ARIMA residuals time series of the
three wells. The RMSE and MAE values decrease after using the
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Fig. 4. The linear modeling results of ARIMA method.
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Table 3 Table 4
The errors of three well production data using ARIMA. The errors of three wells residuals using LSTM modeling.
Well name RMSE MAPE MAE Sim Well name model RMSE MAPE MAE Sim
Well 1 27.7097 0.1791 24.5913 0.8815 Well 1 LSTM 18.7197 0.7043 14.3244 0.9258
Well 2 26.96 0.1202 24.9592 0.8479 LSTM-DP 17.7403 0.5703 10.33 0.9479
Well 3 14.5281 0.1574 7.1728 0.9096 Well 2 LSTM 19.8856 0.6931 17.3267 0.8815
LSTM-DP 14.156 0.7416 10.1636 0.9287
Well 3 LSTM 14.4337 1.7198 7.1118 0.9108
LSTM-DP 11.5840 4.8546 6.5376 0.9093

LSTM-DP hybrid model. It indicates that the LSTM model, which
considers oil rate and daily production time series, outperforms the
methods of the single oil rate time series. However, the MAPE
values of well 2 and 3 increase from 0.6931 to 0.7426, and from
1.7198 to 4.8546, respectively. Similarly, the Sim value of well 3
slightly increases from 0.9093 to 0.9108. On the one hand, the curve
becomes more volatile after the manual operations are considered
in the model. On the other hand, the values of ARIMA residuals are
relatively small around zero, so the denominator values of x; and
max-min difference in the MAPE and SIM expressions are also tiny.
Therefore, a more volatile outcome leads to increase of the MAPE
and SIM values.

3.4. Coupling prediction results

In this section, the production rates of the three wells, as pre-
dicted via different methods, are shown in Fig. 6. The results of the
hybrid models involve the coupling of linear part of ARIMA method
and nonlinear part of LSTM models. Furthermore, shut-open op-
erations are also considered. In each well graph, three predicted
curves are compared with the raw testing data (red line), including
individual ARIMA (green line), hybrid ARIMA-LSTM (black line),
and hybrid ARIMA-LSTM-DP methods (blue line). As shown in

Fig. 6, the ARIMA model can predict the declining trend of the three
wells. However, it is impossible to grasp the nonlinear fluctuations.
The LSTM model can be used to learn the oscillation information,
but the forecasting results exhibit often cyclical changes, as shown
in the results of well 2 (Fig. 6b). This does not match the variation in
the production of the actual well. Given that the changes in the
actual production are mainly due to manual operations, especially
frequent open-shut well operation, compound models that
consider daily production times are more effective in forecasting
well production rates.

The predicted cumulative productions of the three wells are
shown in Fig. 7. Furthermore, the cumulative production of the
compound ARIMA-LSTM-DP model is closer to actual cumulative
production when compared to those of the other methods. The
output obtained via the ARIMA method is often higher and over-
estimates the well production. The results of the ARIMA-LSTM
model are better than those of the ARIMA model but cannot
reflect sudden changes during the production process. Therefore, it
is necessary to consider the effect of manual operations in the
production forecasting process.
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Fig. 5. Comparison of LSTM modeling results for ARIMA residuals.
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4. Comparisons and discussion

To take advantage of linear and nonlinear models, the coupling
models of ARIMA-LSTM and ARIMA-LSTM-DP are introduced into
oil and gas well production forecasting. Daily production time se-
ries are investigated effectively by multivariate inputs in LSTM
model, which provide a powerful tool for reservoir engineer to
solve the frequent manual operations. In addition to the above
three models (ARIMA, ARIMA-LSTM, and ARIMA-LSTM-DP), the
individual LSTM method and LSTM model that consider manual
operations (LSTM-DP) are used to evaluate the forecasting perfor-
mances for the three wells. The RMSE, MAPE, MAE, and Sim values
of the prediction are calculated. Table 5 lists all the metric values of
the average forecast results with respect to different methods, and
Fig. 8 shows the metric values across different models.

As we know, the lower values of RMSE, MAE, MAPE, and the
higher Sim value mean better performance. Different evaluation
indices for three wells across five different models are shown in
Fig. 8 and Table 5. The compound model of ARIMA-LSTM-DP ex-
hibits the lowest RMSE, MAPE, and MAE and the highest Sim (with
the exception of well 3) values, wherein the Sim value of well 3 is
0.9087, slightly smaller than the optimal value 0.9102 of the
ARIMA-LSTM model. Therefore, we can make a conclusion that the
proposed model ARIMA-LSTM-DP can be adapted well to predict
the oil well production time series, which provides a reliable and
effective methodology for engineers to make decisions for

10

Table 5
The errors of three wells prediction using different methods.
Well Model RMSE MAPE MAE Sim
Well1 ARIMA 27.7097 0.1791 24.5913 0.8815
LSTM 24.7169 0.1675 21.2195 0.8503
LSTM-DP 29.3475 0.1185 15.8972 0.8971
ARIMA-LSTM 18.7197 0.1021 14.3244 0.9285
ARIMA-LSTM-DP 17.7403 0.0722 10.33 0.9497
Well2 ARIMA 26.96 0.1202 24.9592 0.8479
LSTM 19.9372 0.1137 18.2868 0.878
LSTM-DP 18.139 0.1065 17.2754 0.8884
ARIMA-LSTM 19.8856 0.0831 17.3267 0.89
ARIMA-LSTM-DP 14.1560 0.0481 10.1636 0.9339
Well3 ARIMA 14.5281 0.1574 7.1728 0.9096
LSTM 19.8972 0.5214 17.3648 0.7725
LSTM-DP 20.8056 03315 15.785 0.7977
ARIMA-LSTM 14.4337 0.1560 7.1118 0.9102
ARIMA-LSTM-DP 11.5840 0.1443 6.5376 0.9087

improving economic efficiency.

Compared with well 1 and 2, well 3 has less frequent manual
operations (as shown in Fig. 1). And the corresponding production
time series show a smoother declining trend. Under the circum-
stances with less non-linear manual operations, the traditional
linear statistical model ARIMA performs well with the values of
RMSE, MAPE, MAE and SIM being 14.5281, 0.1574, 7.1728 and
0.9096, respectively. It is obviously better than the single non-



D. Fan, H. Sun, . Yao et al.

Energy 220 (2021) 119708

0.6

30 | - --m--well 1 --m--well 1
s | 0N --@--well 2 \ --@--well 2
= N e \ --A--well 3 e /f Y --A--well 3
- \ St v \
~ \ / \
24 L 04 N\
\ / N
22 \ / N\
A
@ 20| },_ —— A % w3l / \
= S~ N~ N < / N\
x O % SN = \
18 | 7 <N N /
V4 \ \ 02 - / R
sE o N\ . .
i k\ b 0l T TR g
~a ===
10 L L 1 L 1 0.0 1 1 1 L 1
ARIMA LST™ LSTM_DP ARIMA_LSTMRIMA_LSTM_DP ARIMA LST™ LSTM_DP  ARIMA_L STMRIMA_L STM_DP
model types model types
(a) RMSE values (b) MAPE values
28 1.00
26 L --m--well 1
--@--well 2
al & - well 3 095 - -
>~ e
nl S o . o
30 L "N\ ool A ’::_ /“_.,*‘__"
LA 7 /
18 |- o N T oz - /
w < —— — — —@ 085 L - g ’
< 16t e R LN y
= / ~— @ \ 7
14 | | ‘ /
/ \ . U 0.80 - \ A --m--well 1
12} / N\ — .-
y ~ P ®--well 2
ol // \\ 3 - --A--well 3
8
7S W
L . L ! . ' . . .
ARIMA LSTM LSTM_DP  ARIMA_LSTMRIMA_LSTM_DP ARIMA LST™ LSTM DP ARIMA_LSTMRIMA_LSTM_DP

model types

(c) MAE value

model types

(d) Sim value

Fig. 8. The metric evaluation indicators of five models performance.

linear LSTM model (the RMSE, MAPE, MAE and SIM are 19.8972,
0.5214, 17.3648 and 0.7725, respectively) and LSTM-DP model (the
RMSE, MAPE, MAE and SIM are 20.8056, 0.3315, 15.785 and 0.7977,
respectively). The forecasting performance improves significantly
after using the hybrid model of ARIMA and LSTM, including the
ARIMA-LSTM model (the RMSE, MAPE, MAE and SIM are 14.4337,
0.1560, 71118 and 0.9102, respectively) and ARIMA-LSTM-DP
model (the RMSE, MAPE, MAE and SIM are 11.5840, 0.1443,
6.5376 and 0.9087, respectively). The reason is that the well 3
production time series is a stable linear decline without frequent
non-linear interference, the individual ARIMA method is more
effective to grasp linear features than LSTM method. The hybrid
models (ARIMA-LSTM and ARIMA-LSTM-DP) take advantages of
linear and nonlinear models, which exhibit an increase in perfor-
mance to the individual ARIMA and LSTM models. Meanwhile, after
considering manual operations in well 3, the coupled model of
ARIMA-LSTM-DP has no obvious improvement than the ARIMA-
LSTM model. This also demonstrates that fewer non-linear opera-
tions have a minor impact on the production of well 3.

With respect to well 1 and 2, there are more frequent manual
operations (as shown in Fig. 1), so the corresponding production
time series show more dramatic nonlinear fluctuations. At this
time, the LSTM model performs better than the ARIMA model. For
example, in well 1, the RMSE, MAPE, MAE and SIM values of the
LSTM model are 24.7169, 0.1675, 21.2195 and 0.8503, respectively,
while the corresponding values of ARIMA model are 27.7097,
0.1791, 24.5913 and 0.8815, respectively. Simultaneously, the per-
formances of composite models (ARIMA-LSTM and ARIMA-LSTM-

1

DP) are also more stable and better than single ARIMA and LSTM
models. This is because the LSTM deep learning is good at capturing
nonlinear production features by manual operations, while the
ARIMA model cannot. So the hybrid models perform better by
taking advantage of linear and nonlinear models to improve the
forecasting performance. Meanwhile, after considering manual
operations in well 1and well 2, the coupled model performance of
ARIMA-LSTM-DP has obvious promotion than the ARIMA-LSTM
model. This demonstrates that frequent non-linear operations
have a bigger impact on productions of well 1 and 2.

In summary, compared with the single ARIMA and LSTM
models, the hybrid models exhibit higher prediction accuracy
because they separate the time series into a linear part for the
ARIMA model and a nonlinear part for the LSTM model. When the
well production time series are smoothly decreasing and the well
has less interference by manual operations during the production
period, the ARIMA model exhibit better than the LSTM model to
capture this linear decline, and the influence of manual operation is
not obvious. On the contrary, the LSTM model perform better for
nonlinear fluctuation, and higher impact caused by manual oper-
ations. Overall, the coupled model ARIMA-LSTM-DP is more
adaptable and possesses higher efficiency, which can be used for
guiding engineers to choose the best method for production
forecasting.

5. Conclusion

The focus of the study involves providing a reliable and accurate
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model for actual well production time series forecasting, which is
very important albeit a challenging task in petroleum engineering.
We adopt the ARIMA-LSTM hybrid model wherein ARIMA models
the linear part and the LSTM recurrent neural network predicts the
nonlinear part. Considering the nonlinear fluctuations of produc-
tion curves due to manual operations, the compound ARIMA-
LSTM-DP model is developed to obtain a better prediction accu-
racy where daily production time series are added to the inputs for
the LSTM modeling.

The testing results of three actual wells’ production time series
indicate that the performance of hybrid models (ARIMA-LSTM,
ARIMA-LSTM-DP) are better and more reliable than the single
traditional methods, i.e., ARIMA, LSTM, and LSTM-DP. In addition,
when the production data is affected by frequent manual opera-
tions as in well 1 and well 2, the ARIMA-LSTM-DP model has a
better performance than the hybrid model of ARIMA-LSTM. And
single model LSTM performs better than the ARIMA model to
capture nonlinear fluctuation in well 1 and well 2. Conversely, in
well 3, the production data is smoothly decreasing with fewer
manual operations. The ARIMA-LSTM-DP model has little
improvement compared to the ARIMA-LSTM model. And the indi-
vidual ARIMA model has better performance than the LSTM model.
Overall, the ARIMA-LSTM-DP hybrid model is more outstanding
and reliable than the hybrid ARIMA-LSTM model as well as the
single traditional methods, i.e., ARIMA, LSTM, and LSTM-DP.
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