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Abstract—In this article, a novel active disturbance rejection 

control (ADRC) based on deep reinforcement learning (DRL) is 

proposed to improve the performance of permanent magnet 

synchronous motor (PMSM) for more electric aircraft (MEA). 

MEA motors have the requirements of safety and stability so that 

a new ADRC method is put forward based on the limitation of 

nonlinear error attenuation function of traditional ADRC. The 

flux weakening control model of PMSM is firstly established. Then 

the ADRC model is built and applied to the speed loop of the 

control system. In order to reduce the number of control 

parameters and the jitter of the control law, deep neural network 

is employed to replace the traditional control law. Markov decision 

process is integrated into the novel ADRC to establish DRL model. 

A method based on twin delayed deep deterministic (TD3) policy 

gradient algorithm is proposed to train the neural network and 

optimize the DRL model. Model predictive control and traditional 

ADRC are used as comparison algorithms. Simulation and 

experiments show the effectiveness and superiority of the proposed 

method. 

 
Index Terms—Active disturbance rejection control; deep 

reinforcement learning; twin delayed deep deterministic; more 

electric aircraft; permanent magnet synchronous motor; flux 

weakening. 

I. INTRODUCTION 

ORE electric aircraft (MEA) has attracted more 

attention due to the rising demand for more air 

transportation and dealing with anticipated economic 

and environmental impacts[1]. Permanent magnet 

synchronous motor (PMSM) is employed for MEA according to 

its simple structure and high power density [3][4]. Flux 

weakening (FW) control is often applied to obtain a wide speed 

range for the requirement of MEA motor [5]. Feedforward FW 

control can generate larger torque in high speed region and 

provide wider constant power region, but has the disadvantage 

that relying on the accuracy of parameters [6]-[8], which implies 

that the feedforward FW method is sensitive to the disturbance 

of internal parameters of the motor. External disturbance 

represented by wind for MEA motor is also another influence 

factor which should be considered when the MEA motor control 

system is built [9][10]. 
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It is an advanced practice to combine the controller method 

to improve the control effect and enhance the disturbance 

rejection ability of the system. Model predictive control (MPC) 

is a popular method for PMSM control, which can improve the 

response speed of the control system and obtain better dynamic 

performance [11]. Sliding mode control (SMC) is also 

employed as adaptive controller in the PMSM system to achieve 

fast convergence rate of the tracking error [12]. However, SMC 

usually requires the large control gain and may exhibit 

chattering behavior [13]. MPC has provided a faster dynamic 

performance and has good ability for disturbance rejection, but 

it is sensitive to parameter variations [14]. 

Active disturbance rejection control (ADRC) which has 

simple structure and strong robustness was proposed in [15]. 

ADRC has suppression effect on both internal and external 

disturbance [16], which is suitable to overcome the shortcoming 

of feedforward FW. Many researchers have combined ADRC 

with other control methods to achieve better control effect. Chen 

proposed a linear ADRC which was combined with model 

compensation and can reduce the rotor displacement and torque 

ripples [17]. In [18], an adaptive ADRC with closed-loop flux 

observer was proposed to solve the noise sensitivity for speed-

sensorless induction motor drives. Combining ADRC with other 

methods can improve the overall control effect, but it doesn’t 

fundamentally improve ADRC itself. The characteristic of 

nonlinear error decay function of ADRC was analyzed, which 

could be limited under complex working conditions [19]. 

The components and structure of ADRC were also researched 

to improve the performance of the controller. A novel nonlinear 

function was proposed to replace the traditional fal() function of 

ADRC and further expanded the disturbance range so as to 

improve the robustness [19]. An improved error feedback 

control law and a sliding mode controller based on an improved 

exponential convergence law were proposed to replace the 

control law link and improve the dynamics performance of 

ADRC, respectively [20][21]. The improvement of the 

controller and control law enhances the disturbance rejection 

performance of the motor effectively, but the motor operation is 

complex, and different error attenuation functions have their 

own scope of application [22], which may not meet the 
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requirements of different situations, which means the control 

law itself has limitations. 

Based on the current development of computer technology, 

machine learning can use experience and exploration to build 

the model of unknown systems [23]. As a kind of machine 

learning, deep reinforcement learning (DRL) has been 

successfully applied in other fields. In [24], a decision-making 

scheme based on DRL was proposed for dual active bridge 

converter to give the optimal control decision to minimize the 

power loss. DRL was also used to observe the output feedback 

during Li-ion battery charging to obtain the shortest charging 

time without damaging the battery [25]. A novel method was 

proposed to summary the relationship between the control effect 

with parameters, and obtain the optimal parameters of PI 

controller of PMSM [26]. As a kind of unsupervised learning 

method, DRL can use the maximum likelihood method to 

establish a direct relationship between the observations and the 

required outputs, explore and update the optimal relationship by 

strategies, reward function, and continuous interaction with the 

environment, so as to achieve the same effect as the control law 

[27], or even better.  

In this article, a novel ADRC based on DRL is proposed for 

MEA PMSM control. The innovative contributions of this 

article are: 1) An innovative ADRC framework is proposed. 

This article combines DRL with ADRC and proposes a novel 

TD3-ADRC based on DRL. The limitation of the existing 

control law is solved by taking the deep neural network and 

training by TD3 algorithm in DRL. 2) Combining DRL with 

motor control system, a TD3-ADRC training method is 

proposed. The interface module and reward function of DRL in 

ADRC and motor control system are designed. Based on ADRC 

control system, Markov decision process is established to guide 

the interaction between Agent, motor model and interface 

module. The control network is trained autonomously by 

employing TD3 algorithm. Specifically, the mathematical 

model of ADRC which is employed as speed loop controller is 

built based on feedforward FW system in Section II. ADRC 

control theory and Markov decision process (MDP) are 

combined, DRL model and interactive interface applied in 

ADRC are established in Section III(A)(B). Twin delayed deep 

deterministic policy gradient algorithm (TD3) is employed as 

policy search algorithm in Section III(C). The novel TD3-

ADRC control system is simulated, and experiments are carried 

out to verify the effectiveness and progressiveness of the 

proposed method in Sections IV and V. 

II. DESIGN OF THE ADRC 

Traditional ADRC consists of tracking differentiator (TD), 

extended state observer (ESO), and nonlinear state error 

feedback control law (NLSEF). Fig. 1 shows the control 

framework of ADRC. 
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Fig. 1. Control framework of ADRC. 

In the control framework of ADRC, v is the reference input. 

Through the arrangement of the transition procedure, TD 

outputs derivative signal Z11,…,Zn. The extended state 

Z21...Z2(n+1) are obtained when the output y of the whole system 

is analyzed by ESO. The compensation coefficient is set as 1/b, 

and the compensation is obtained by the total disturbance Z2(n+1). 

In order to make up for the shortcomings of FW and play a 

better control role, ADRC is applied in the one-order speed loop 

of the control system, and the mathematical model of ADRC is 

built as follows. 
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where r is the constant coefficient. ω* is the difference between 

the given speed and the actual speed. The extended state fal() is 

a non-linear function, sign(x) is a symbolic function, when x≥

0, sign=1, and when x<0, sign=0, a is the nonlinear factor, and 

δ is the filter factor. 

ADRC uses TD to track the reference input of the system and 

arranges the transition process. 

B. Extended State Observer 
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where ω is the observed speed used for feedback, u is the control 

effect, that is, the output of the system, and β21, β22 are constants. 

ADRC refers to the disturbance caused by the parameters that 

change with time in the motor as internal disturbance. ESO 

observes and estimates the total disturbance composed of the 

internal disturbance and the external disturbance caused by 

external changes, and analyzes the output and differential state 

of the system. 

C. Nonlinear State Error Feedback 
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where β3 is constant. 
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NLSEF analyzes the output states of TD and ESO, and adjusts 

the output errors of TD and ESO by using nonlinear control law 

to achieve stable control effect. 

D. Total design of ADRC for FW 

Fig. 2 shows the control system combining ADRC and 

feedforward FW. Due to the output of ADRC is Te, 

compensation coefficient b is obtained according to the motion 

formula  
1 1 1

e L m

d
T T B

dt J J J


                            (5) 

Owing to the output u of the speed loop is bTe, b can be 

calculated as 1/J.  

It can be seen from Figs.1 and 2 that NLSEF link is essentially 

based on the judgment of the relationship between input and 

output, using or designing corresponding mathematical laws, 

and giving different outputs according to the input. Therefore, 

the proposed DRL-method based on experience and exploration 

can achieve this more comprehensively. 
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Fig. 2. Structure of FW control system based on ADRC. 

III. FRAMEWORK OF TD3-ADRC 

A. Framework of ADRC Combined with DRL 

Fig. 3 shows the basic principle of employing DRL as input-

output algorithm in this article. DRL algorithm trains Agent to 

explore and learns the relationship between input and output 

through its interaction with the environment model. 

Environment, State, Action, and Reward are professional terms 

in DRL, which are distinguished by italicized capital letters. In 

the current Environment, based on the input and State S, Agent 

selects an Action A to interact with Environment, and obtains the 

new State S generated after the occurrence of A, as well as the 

evaluation Reward R for S. According to Reward, Agent will 

improve each Action A, and constantly interact and evaluate 

with the environment until R converges. This is the MDP 

combined with input-output observation which constitutes the 

basis of the DRL optimization model. 
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Fig. 3. DRL method for input-output fitting algorithm. 

 

Fig. 4 shows the control logic block diagram of TD3-ADRC 

which combines ADRC and MDP. TD3-ADRC Agent regards 

the whole motor control system as Environment, the motor 

speed as State, and the motor control effect as Reward. TD3-

ADRC Agent determines Action A, that is, the fitting value of 

the output based on the current Environment and input. Then 

Environment gives a new State S according to the output value 

and calculates Reward value R. TD3-ADRC Agent makes 

judgment, optimizes and updates the next Action, and interacts 

with the Environment until the Reward value converges. The 

trained Agent can decide how to optimize and select Actions by 

itself. Fig. 5 shows the specific flux-weakening control system 

based on TD3-ADRC. 
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Fig. 4. Control logic of TD3-ADRC. 
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Fig. 5. TD3-ADRC control system based on DRL of PMSM for MEA. 
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B. DRL Network and Model Establishment  

The mapping from State st to Action at is called policy π at 

the current time t 

( )t ta s                                        (6) 

Reward value rt and next State st+1 can be obtained after at 

becomes effective. By repeating MDP process, new states and 

reward values can be obtained continuously according to 

actions produced by π. The cumulative Reward value can be 

calculated as 
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where discount coefficient γ is employed to prevent Gt from 

growing indefinitely in the case of infinite step size. 

The purpose of DRL is to find the optimal policy, which can 

maximize the cumulative Reward value. The expected value of 

the cumulative total return is called the state value function  
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The Behrman equation of (8) can be written as 
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Corresponding to Eq.(8), considering the effect of Action on 

value function, the state-action value function can be written as 
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The Behrman equation of (10) can be written as 

1 1 1( , ) [ ( , ) | , ]t t t t t t tQ s a E r Q s a S s A a          (11) 

Each policy corresponds to a state-action value function, 

which means that the optimal policy corresponds to the optimal 

state-action value function. The optimal value function marked 

by * represents the value function with the largest value in all 

policies. Therefore, the optimal Behrman equation can be 

expressed as 
* *

1 1( , ) ( , )t

t

a

t t s t tQ s a r Q s a                        (12) 

The optimal policy π* can be found according to the 

maximum cumulative return and its Behrman equation 
*( ) arg max ( , )t t ts a Q s a                    (13) 

C. TD3 algorithm based on DRL 

One of the methods to solve MDP is policy search, which 

parameterizes the policy into π(s|θπ), and uses parameterized 

functions (such as neural networks) to represent the policy and 

find the optimal policy parameters θπ. The selection of DRL 

algorithm in improved ADRC application needs to consider the 

following situations: 1) The input and output are distributed in 

the continuous space, and the Actor-Critic structure methods 

(AC) are algorithms that satisfies the continuous action space. 

2) The deterministic strategy algorithm has higher efficiency in 

the case of less sampling data. Based on these two points, TD3 

deterministic strategy algorithm with AC structure, a state-of-

the-art deterministic strategy algorithm [28], is selected as the 

DRL algorithm in this article. The algorithm structure is shown 

in Fig. 6. 

 Policy Network 

θ
π
  

Target Policy Network

θ
π'

Q1 Network

θ
Q1

Target Q1 Network

θ
Q1'

θ
π'

θ
Q1'

y1.i

Environment

 π (st | θ 
π
) Noise

Sample(ai, si, ri, si+1)

 π(si+1 | θ
π'
)

Actor

Critic 1

 θ
Q1

θ
π 

Δ 

(st, rt, st+1)

Q1

Database
{ai, si, ri, si+1}

Q2 Network

θ
Q2

Target Q2 Network

θ
Q2'θ

Q2'

y2.i

Critic 2

 θ
Q2

Q2

Δ 

Min

θ
π 

 gradient

 
Fig. 6. Structure of TD3-DRL for ADRC. 

 

There are three parts in the Agent of TD3 in this article, 

which can achieve the goal of convergence: 1) Actor, which can 

learn and build a policy network and select different Action 

according to current State. 2) Critic, which can evaluate the 

value of Actions to optimize the policy network. TD3 has two 

critics to mitigate the overestimation, and adopts delayed policy 

update to achieve policy update after fully minimizing the time 

difference error. 3) Noise, which is used to overcome the 

shortcomings of weak exploration of deterministic strategy 

algorithm, can broaden the scope of DRL, find the optimal 

decision and prevent it from falling into the local optimal. The 

deterministic policy gradient method is used to make the Critic 

converge and update the parameters of the network. 

It is a routine operation in the DRL training field that Agent 

takes different at based on the current State and the added 

random noise ε 

 |t ta s                              (14) 

Noise ε added to the Action in the training process is 

generally Gaussian noise, and its standard deviation decreases 

with iteration. Reward rt and next State st+1 can be obtained 

when an Action has been done, and these data (st, at, rt, st+1) will 

be stored in the database, and some data sets selected randomly 

from the database are used to train the TD3. Q(s,a|θQ) is used 

as the evaluation network of Critics. The self-optimization of 

the algorithm is achieved by updating θπ and θQ. As shown in 

Fig.6, π(s|θπ) and Q(s,a|θQ) are updated slowly by using π’(s|θπ’) 

and Q’(s, π’(s|θπ’) |θQ’), which are called the of target network 

of policy and Critic respectively. The update rate τ≤1, and the 

update formulas are 

 

 ' '

+ 1

+ 1

Q Q Q

  

   

   

   


 

                            (15) 

The evaluation value yi of the target Q network calculated 

from two Critics, and the loss L between the target network and 

the original one, can be obtained by Eq. (16). The smallest L is 

used as the optimization target to optimize Q network 

parameters θQ. The descending gradient according to the 
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random sampling datasets in Eq. (17) is used to update θπ to 

maximize the evaluation value of Q.  
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The correction of Actions is penalized and rewarded as Ra to 

adjust the optimization by Eq. (18), and the final evaluation 

value is calculated by Eq. (19). 

1

1 n
i

a a

i

R R
n 

                                (18) 

 Obs Obs a aR R R                            (19) 

where αObs, αa are the corresponding weights of observation 

reward and adjust reward, respectively. RObs is the evaluation 

value of the training effect of the Agent according to the 

specific control system. 

Algorithm 1 shows the policy pseudo code for training Agent 

through DRL-TD3. By setting the reward interface, Agent will 

modify and determine the original strategy network parameter 

value after each turn of training, and invoke the trained network 

through the online module to form a complete TD3-ADRC. 

 

Algorithm 1 Training process of TD3  

1:Initialize the parameters of Action, Critic, and target networks. 

2:Initialize the sampling buffer of {st,at,rt,st+1}. 

3:for iteration = 1,2,… do 

4:    Employ the initial parameters to calculate the s1 by state 

interference. 

5:     Select Action at =π(st|θπ) 

6:    Simulate with at and obtain next State st+1 and Reward rt 

through state and reward interference. 

7:    Store the dataset {st,at,rt,st+1}. 

8:   Sample a batch from the dataset after a certain rounds of 

interactions. 

9:    Calculate Eq. (16) by step. 8. 

10:  Update θQj according to step. 9. 

11:  Update parameters of Actor θπ by the deterministic policy 

gradient according to Eq. (17). 

12.  Update target networks according to Eq. (15). 

end for 

IV. SIMULATION OF MSPO-DRL SYSTEM 

A. Optimization Setting of TD3-ADRC 

Table I shows the parameters of the simulated motor model. 

For the sake of containing more kinds of disturbances and 

changes to test the effectiveness of the proposed method, the 

complex simulation environment is set up. In order to simulate 

the disturbance environment that MEA motors may encounter 

[7][8] and enhance the disturbance rejection ability of the 

proposed method, the start speed is set to 3000rpm and the start 

torque is set to |2sin(πt)| Nm. The periodic torque will change 

to a constant load of 5Nm at 3s, and the speed is changed to 

5000rpm at 6s. 

TABLE I 

MAIN PARAMETERS OF PMSM 

Symbol Item Value 

Rs phase resistance 0.0713Ω 

Lq q-axis inductance 605uH 

Ld d-axis inductance 519.5uH 

Ψf rotor flux 0.0201Wb 

J rotational inertia 4.07x10-4kg.m2 

pn pole pairs 5 

 

Every 100 times of TD3-ADRC calculation, DRL Agent will 

interact and learn with the environment once, sample the speed 

curve to update the State data set, and update the parameters of 

the DRL networks. In order to better improve the performance 

of the proposed method, the steady-state error of the control 

system, the disturbance rejection ability, and the error between 

the given torque and the actual torque, etc. are taken as the 

optimization objective. The value of observed Reward Robs is 

designed as 

1 1 2 2 3 3 4 4 5 5

1

1
( / | | / / / / )

n
i

obs os l ts ss sl

i

R re s r e s r e s r t s r t s
n 

    

(20) 

where eos is the error of the observed state and reference state, 

el is the speed error of the sudden load transition, and ets is the 

error of the observed torque and reference torque respectively. 

tss, and tsl are the increase time of speed and the recovery time 

of the disturbance load respectively, which could be calculated 

after the disturbances occur. s1-5 are the standardization 

coefficients because of different dimensions between optimized 

objectives. r1-5 are the weight coefficients which can be 

changed according to different demands of the application. The 

optimal results can be obtained after the value of R is converged 

to the smallest.  

B. Convergence of the TD3-ADRC Method 

 

 
Fig. 7. Convergence curve of TD3-ADRC. 

 

The DRL calculation is implemented in TensorFlow v2.10. 

and carried out by a computer configured with Inter(R) 

Core(TM) Inter(R) Core i7-10700KF, 32GB. The Agent learns 

synchronously with the simulation. In the procedure of training 

Agent, the noise disturbance is applied to the output of Action 

to avoid the Agent being trapped in the local optimization. The 

noise disturbance is set to change linearly, and gradually 

decreases with the round of interactions to demonstrate the real 
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effect of the algorithm. Figs. 7 and 8 show the convergence and 

disturbance of TD3-ADRC. The linear decreasing noise ε is 

added in the training process to broaden the scope of DRL, find 

the optimal decision and prevent it from falling into the local 

optimal. {st, at, rt, st+1} is stored and updated once for each 

interaction. The stored data set is used for learning every 100 

calculations, and the TD3-ADRC network, that is the Actor 

network, is updated after each learning. It can be seen that the 

training converges around 240 rounds, that is, when the noise 

gradually becomes almost zero. 

 

 
Fig. 8. Noise curve of TD3-ADRC. 

 

C. Comparison with ADRC 

In order to further demonstrate the performance of TD3-

ADRC, Traditional ADRC is employed as a comparison. 

Except for the NLSEF part, the other parts and parameters of 

the two methods compared are identical. The control curve of 

TD3-ADRC in the learning process is also used for comparison 

and demonstration, which is shown as “TD3-ADRC learning”. 

The proposed method after completing the training is shown as 

“TD3-ADRC”. Fig. 9 shows the comparison results.  

Since each step of TD3-ADRC Action in the learning process 

is exploratory, and the linearly decreasing Gaussian noise is 

added to the “Action” of each step which will cause minor 

deviations and fluctuations in DRL decisions, the curve of TD3-

ADRC under learning jitters in a small range, and the jitter 

changes less and less with time and exploration rounds. Fig. 9(d) 

shows the choice between overshoot, response speed, and 

stability made by Agent in the learning process representatively. 

Although the blue curve has a faster response speed, the red 

curve has a more stable state and smaller overshoot, and could 

scores higher under the designed optimization objectives and 

constraints, which represents the learning result of Agent.  

After TD3-ADRC has been sufficiently trained, it can be 

seen from Fig. 9 that TD3-ADRC has significantly improved 

the control performance compared with traditional ADRC. In 

terms of response speed, TD3-ADRC obtains better effect on 

both startup speed and recovery speed. The overshoot and 

interference of TD3-ADRC are also obviously less than those 

of ADRC. The data label in Fig.9 and the histogram in Fig. 10 

show the comparison between the two methods more clearly. 

When the control system is affected by periodic disturbance, 

it can be seen from Fig. 9(b) that though the traditional ADRC 

has good suppression effect against periodic disturbances, it can 

still be seen that the trend of the speed curve approximates to 

sinusoids while TD3-ADRC is hardly influenced by periodic 

disturbance and can maintain stable speed. It can be seen from 

Figs. 9 and 10 that the variety of TD3-ADRC is significantly 

smaller when it faces to the sudden increase of load, which is 

almost one third of that of ADRC. The feasibility and practical 

effect of the proposed method are demonstrated and verified. 
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Fig. 9. Comparison of simulations under different external 

influences, (a) overview, (b)start-up state, (c)sudden load state, 

(d)sudden speed increase. 
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Fig. 10. Histogram of simulation results comparison. 
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Fig. 11. Performances of internal sampling disturbance, 

(a)@3000rpm, (b)@5000rpm. 

The sampling noise is added to the speed observation value 

to test the internal disturbance rejection ability of the proposed 

method. The mean value of the white noise of the added normal 

distribution is 0, the variance is 1, and the sampling time is 

0.01s. It can be seen from Fig. 11 that ADRC and TD3-ADRC 

have similar performance at 3000 rpm, but the speed error of 

TD3-ADRC is smaller at 5000 rpm, which also means that 

TD3-ADRC has better suppression effect on internal 

disturbance and stable performance. 

V. EXPERIMENTAL VERIFICATION 

 

 
Fig. 12. Experimental platform. 

 

In order to verify the control performance of theTD3-ADRC, 

the experimental platform is constructed as shown in Fig. 12. 

The experimental platform used in this article is MEA RDS 

loading experimental platform. All the control methods are 

implemented in micro controller unit (MCU) of STM32F407 

with a clock frequency of 168 MHz, and the sampling period is 

50 μs. The specific parameters of the motor are listed in Table 

I. This article replaces the control law with the Actor network 

of TD3 algorithm to interact with control system, and DRL uses 

data samples for training updating the Actor network after a 

certain number of interactions, which is independent of the 

control process and won’t affect the calculation time. The 

execution time of TD3-ADRC which is the computational 

complexity is 46μs, and slightly shorter than 48μs of ADRC. 

Different experiments are carried out in order to test the control 

effect of the proposed control method in different application 

environments. MPC utilizes system discrete model and inherent 

discrete nature of motor inverter to forecast the future behavior 

of states and determines the future voltage vector according to 

optimization of an operating cost function at each sampling 

time[29][30]. In order to further verify the performance of the 

proposed method, MPC is also employed as an experimental 

method for comparison in addition to traditional ADRC. 

A. Speed experiments 

Different speed experiments are carried out to test the 

stability and fast response ability of the proposed method. The 

simulation results prove the excellent performance of TD3-

ADRC. However, the DRL-based training method implies a 

training of the performance in response to sudden speed 

changes, and there is a generalization effect in the full speed 

range. Therefore, the speed is started from 50 rpm and gradually 

rises to 1000 rpm and 2500 rpm in the experiment to reflect the 

control effect of TD3-ADRC. Fig. 13 shows the comparison 

results of experiments. 
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(d) 

Fig. 13. The speed response of three control methods under 

different cases, (a) overview, (b)start-up state to 50rpm, (c)50 

to 1000rpm, (d)1000 to 2500rpm. 

The parameters of ADRC are manually adjusted by trial-and-

error method and experience method. Comparing TD3-ADRC 

with ADRC, the structure and parameters of other parts are 

identical except for the control law. It can be seen from Fig. 13 

that compared with traditional ADRC, TD3-ADRC has smaller 

overshoot, smaller steady-state jitter and faster response speed. 

The overshoot of TD3-ADRC exists but very small when 

compared with MPC. MPC has the fastest response speed, and 

there is no overshoot at the start-up stage or when the speed is 

suddenly increased, but the speed error of steady-state is larger 

than TD3-ADRC.  

B. Load experiments 

 
Fig. 14. Disturbances of three methods under sudden load rise 

of 1.5Nm. 

 

Fig. 15. Disturbances of three methods under sudden load 

reduce of 1Nm. 

Load experiments are carried out to verify the external 

disturbance rejection ability of TD3-ADRC. The load test is 

performed when the speed of the motor is set to 2500 rpm. A 

sudden torque of 1.5Nm is applied to observe the disturbance 

rejection ability and recovery speed of different methods. 

Subsequently, the torque is changed to 0.5Nm. Figs. 14 and 15 

show the comparisons of load experiments. 

 
Fig. 16. Histogram comparisons of experimental results under 

different cases. 

Classical MPC has a better dynamic response speed but is 

dependent on the accuracy of model parameters, and the 

disturbances of the motor will affect the performance of MPC. 

Therefore, in order to reject the excessive effect of disturbance, 

the 2-norm of input is added to the loss function of MPC in this 

article to limit the growth and drop the response speed. It can 

be seen from Figs. 14 and 15 that though MPC has achieved the 

best effect in speed experiment, it is worse than ADRC when 

the disturbance rejection ability is compared due to the 

differences of the controller principles. TD3-ADRC has the 

smallest disturbance error and the fastest recovery speed, 

followed by ADRC. The specific details of the speed and the 

load experiments can be more intuitively shown in Fig. 16. 

It can be seen from Fig. 16 that since TD3-ADRC which uses 

neural network instead of control law needs calculation process, 

it is slightly worse than the optimal MPC in the aspect of 

response speed but the gap is very small, and both two methods 

are better than traditional ADRC. In the load experiment, TD3-

ADRC has the best external disturbance rejection performance 

and is much better than the other two algorithms, which shows 

the superiority and effectiveness of the proposed method. 

ADRC has strong disturbance rejection performance and is 

insensitive to parameter changes [15][21][31], which is one of 

the motivations for selecting ADRC for FW control system in 

the article. Lq, Rs, J, B are selected for parameter mismatch 

research to study whether the proposed method can be applied 

to suppress internal interference. The range for each parameter 

change is set from -80% to 80%. The effect of parameter 

mismatch is measured by the speed error with sudden load 

disturbance of 1.5Nm, and the comparison results of the three 

methods are shown in Fig. 17. 

Since the absolute values of errors in different methods are 

different, Fig. 17 compares the absolute values of errors in 

different cases in the form of histograms, and compares the 

error percentages in the form of broken lines. Due to the FW in 

the control system, it is inevitable to be affected by parameter 

mismatch. It can be seen that MPC has the worst performance 

of parameter mismatch and the largest change in error 

percentage. When the parameter mismatch is less than 80%, the 

changes of MPC is small. But when the parameter mismatch 

exceeds 80%, MPC is obviously affected, especially the speed 

is unstable when facing the change of J in Fig. 17(c). In 

contrast, ADRC-series controllers have better internal 
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disturbance suppression effect, no matter in terms of error size 

or change trend. The rejection effect of ADRC is slightly 

weaker than that of TD3-ADRC. When TD3-ADRC is used for 

speed loop, it is insensitive to the changes of R and L. When J 

and B are mismatched, the trend of change is obvious, but both 

the trend and the absolute value of the error are still small. 

Generally, TD3-ADRC has the best performance in parameter 

mismatch, which also proves the internal disturbance rejection 

effect of the proposed method. 
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Fig. 17. Comparisons under different parameter mismatch cases 

of three methods. (a)Rs, (b)Lq, (c)J, (d)B. 

VI. CONCLUSIONS 

This article reviewed the FW and ADRC control of MEA 

motor and proposed a novel TD3-ADRC method. ADRC 

system was established based on the FW control used for MEA 

motor. MDP was integrated into the control system, and the 

interface module of DRL was thus designed. The proposed 

method used neural network to replace the traditional nonlinear 

state error feedback control law, and used DRL and TD3 

algorithms to train the neural network. In addition to the 

traditional ADRC controller, the advanced MPC algorithm was 

also used for comparison. The control system was simulated 

and experimental platform were built. The results show that the 

trained TD3-ADRC has the same level of response speed as 

MPC, and more significant rejection effect in periodic 

disturbances and smaller speed fluctuations in sudden 

disturbances than MPC and ADRC, which verifies the 

effectiveness and superiority of the proposed method. 
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