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Abstract: Reconfigurable intelligent surface (RIS)
can manipulate the wireless propagation environ-
ment by smartly adjusting the amplitude/phase in a
programmable panel, enjoying the improved perfor-
mance. The accurate acquisition of the instantaneous
channel state information (CSI) in the cascaded RIS
chain makes an indispensable contribution to the per-
formance gains. However, it is quite challenging to
estimate the CSI in a time-variant scenario due to the
limited signal processing capability of the passive ele-
ments embedded in a RIS pannel. In this work, a chan-
nel estimation scheme for the RIS-assisted wireless
communication system is proposed, which is demon-
strated to perform well in a time-variant scenario. The
cascaded RIS channel is modeled as a state-space
model based upon the mobility situations. In addi-
tion, to fully exploit the time correlation of channel,
Kalman filter is employed by taking the prior informa-
tion of channels into account. Further, the optimal re-
flection coefficients are derived according to the min-
imum mean square error (MMSE) criterion. Numeri-
cal results show that the proposed methods exhibit su-
perior performance if compared with a conventional
channel estimation scheme.
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I. INTRODUCTION

Recently, the reconfigurable intelligent surface (RIS)
technique was suggested to be used in wireless com-
munications due to its promising performance in spec-
trum/energy efficiency [1-5]. Specifically, RIS is an
artificial panel of electromagnetic (EM) material filled
with a large array of low-cost passive scattering ele-
ments, which can manipulate the wireless environment
by adjusting the amplitude or phase shift of reflected
signal [6]. Different from the traditional amplify-and-
forward (AF) relay, those passive elements consume
little energy [7]. Due to this reconfigurable charac-
ter, RIS can be used to improve the propagation en-
vironment and enhance channel quality, even for the
high mobility channel, such as unmanned aerial vehi-
cle channels [8].

Plenty of works proved the priority of the RIS-
assisted communication systems [9—-14]. In [9], a de-
tailed performance analysis of the RIS-assisted single-
input single-output communication systems was pre-
sented. In that work, a closed-form upper bound
of the ergodic capacity was derived, and an accu-
rate approximation of the outage probability was ob-
tained. Numerical results showed that the ergodic ca-
pacity and outage probability performances were im-
proved significantly with the increase in number of
reflecting elements. In [10], a RIS-assisted single-
cell wireless system was developed where the total
transmit power minimization problem was formulated
and then solved by jointly optimizing beamforming
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at the AP and reflection coefficients at the RIS un-
der the constraints of signal-to-interference-plus-noise
ratio (SINR). Numerical results demonstrated that a
RIS-assisted multiple-input multiple-output (MIMO)
system simplified active radio-frequency chains sig-
nificantly with the same rate performance compared
with a benchmark massive MIMO system. In [11],
the authors investigated a multi-user MISO downlink
communication with the aid of RIS. The transmit pow-
ers and the reflection coefficients are jointly designed
for sum-rate maximization subject to individual QoS
guarantees. Numerical results showed that RIS im-
proved system throughput by at least 40 percent. The
multi-user MISO downlink communication was dis-
cussed in [12], where the energy-efficient designs were
studied for both the transmit power allocation and the
phase shifts of the surface reflecting elements. Nu-
merical results proved that the proposed RIS-based re-
source allocation methods obtained 300 percent higher
energy efficiency than a regular AF relay based re-
source allocation. In [13], the fundamental capacity
limit of RIS-assisted point-to-point MIMO communi-
cation systems was characterized by jointly optimizing
the RIS reflection coefficients, and the MIMO transmit
covariance matrix. Numerical results demonstrated
that the capacity was substantially increased with the
assistance of RIS.

However, the works mentioned above mainly focus
on the designs and optimizations of the reflection coef-
ficients under the assumption that the channel state in-
formations (CSIs) are perfectly known. In practice, the
acquisition of CSl is quite a challenging issue owing to
two facts [15]. For one thing, the passive elements in
an RIS panel can not perform active signal processing,
and hence RIS is unable to send training sequences in-
dependently. As a result, the CSIs have to be estimated
at the BS/user sides. For another, the massive passive
elements in RIS introduce a large number of unknown
channel parameters, which requires a high overhead
for channel estimation.

Some efforts have made to achieve the accurate
CSIs in RIS-assisted systems [15-21]. In [15], an RIS-
enhanced orthogonal frequency division multiplexing
(OFDM) system was considered, and a transmission
protocol was proposed to execute channel estimation
and reflection optimization successively. A novel re-
flection pattern was then designed for channel esti-
mation under the unit-modulus constraint; meanwhile,

the reflection coefficients are optimized with the es-
timated CSI. To reduce the overhead for channel es-
timation, the authors in [16] proposed a novel ele-
ment grouping method to exploit the channel spatial
correlation in an RIS-assisted OFDM system under
frequency-selective channels. A practical transmis-
sion protocol with the on/off strategy was then de-
signed. After that, the alternative optimization method
was utilized to maximize the achievable rate by jointly
optimizing the BS’s power allocation and the RIS’s
passive beamforming iteratively. In [17], a general
framework for the estimation of the transmitter-RIS
and RIS-receiver cascaded channel was introduced.
A two-stage algorithm consisting of a sparse matrix
factorization stage and a matrix completion stage was
proposed. In [18], the channel estimation for the RIS-
assisted multiuser MIMO system was formulated as
a matrix-calibration based matrix factorization task.
A novel message-passing algorithm was constructed
based on the slow-varying channel components and
the hidden channel sparsity. By exploring the prop-
erties of Katri-Rao, Kronecker products and wireless
channels’ sparsity, the cascaded channel estimation
was formulated in [19] as a sparse signal recovery
problem. Different from previous works, the authors
in [20] introduced a deep learning framework for chan-
nel estimation in RIS-assisted massive MIMO sys-
tems. With the trained convolutional neural network
architecture, both direct and cascaded channels can be
estimated by the received pilot signals.

However, the RIS-assisted wireless system with a
time-variant channel is not studied sufficiently in ex-
isting researches, and this kind of system particularly
needs the help of RIS to improve its channel quality.
Motivated by this reason, in this paper, we consider
an RIS assisted uplink wireless communication sys-
tem, where the User-RIS link channel is regarded as a
time-variant channel due to the high mobility of users.
A feasible transmission protocol is proposed, and the
cascaded channel can then be regarded as a state-space
model. In order to capture the time-variant charac-
teristic, the Kalman filter is applied to estimate the
cascaded channel. The reflection coefficient matrix is
then optimized based on the minimum mean square er-
ror (MMSE) criterion. The main contributions of this
paper are summarized as follows:

* In order to capture the time-variant characteris-

tic, a feasible transmission protocol is proposed
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to adapt to the two-scaling channel, and the cas-
caded channel is modeled as a state-space model.

* The Kalman filter is employed to improve the es-
timation accuracy by tracking the channel varia-
tion over time according to prior knowledge of
the temporal correlation coefficient. Meanwhile,
the optimal reflection coefficient matrix is derived
based on the MMSE criterion.

* Numerical results are carried out to demonstrate
the superiority and accuracy of the proposed
methods.

The rest of the paper is organized as follows: In
Section II, the system model, including the RIS-based
channel and signal transmission, is introduced in de-
tail. In Section III, we will first introduce the Kalman
filter scheme, which is used to estimate the CSI of the
RIS involved wireless channel. Additionally, the op-
timization algorithm with respect to the reflection co-
efficient is derived therein. Numerical results are pre-
sented in Section IV, followed by the conclusions in
Section V.

Notations: Uppercase and lowercase boldface de-
note matrices and vectors, respectively. The operators
AT, A A~1 refer to the transpose, conjugate trans-
pose, and inverse, respectively. Iy stands for an N x N
identity matrix. CM>*¥N (RM*N) denotes the M x N
dimensional complex (real) vector space. CN(a,B)
stands for the circular symmetric complex Gaussian
distribution with its mean to be a and covariance to
be B, respectively. The diagonal matrix is denoted by
diag(x) with elements of x on its diagonal and tr(X)
represents the trace of matrix X. ||A||r denotes the
Frobenius norm of A.

II. SYSTEM MODEL

In this work, we focus on the uplink time-variant wire-
less channels, where the user is connected to the BS
with the assistance of a reconfigurable intelligent sur-
face (RIS), as shown in Figure 1. The BS is equipped
with M antennas, and the user is equipped with one
antenna. The RIS consists of N passive reflecting
elements with their amplitude and phase adjustable.
The RIS is connected to a smart controller to enable
dynamic adjustment of its elements individual reflec-
tions. In this paper, only the User-RIS-BS reflecting
link is our focus. The channel estimation for the direct

link is not our concern since sufficient solutions can be
found in the existing works [15].

- = RIS-BS link User1
— — User-RIS link = L=
N o
.- \ Vl
-
RIS
\
\
Ly
-
Gy —
—
User2

Figure 1. The RIS-assisted channel model used in this work.
In this model, BS and RIS keep static; while the users are in
mobility.

2.1 Channel Model

Define h € CV*! as the channel vector between RIS
and user, with its coherence time to be T}; while
G € CM*N i the channel matrix between BS and
RIS whose coherence time is denoted by 7). In our
model, the BS and RIS keep static and the user is mov-
ing fast, and then it can be assumed Ty, > T},. Further,
we assume 1, = I - T}, and the channels h and G re-
main constant within their coherence time, as shown
in Figure 2.

T T,

I

Pilot transmission Data transmission

Figure 2. lllustration of the channel coherence time. Define
Ty and T}, as the coherent times for the BS-RIS link and RIS-
User link, respectively. Also, a reasonable assumption that
T}, is much shorter than Ty is built on the different mobility
states. In addition, within T}, the signaling can be divided
into pilot transmission and data transmission, respectively.

Taking 7}, as the reference slot, the channel G satis-
fies
Gi=Gy=--=6G;=6G, (D

where G is assumed to be Rayleigh channel in this
work, whose elements are complex Gaussian variants
with zero mean and unit variance, respectively.
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The channel h is modeled as the time-variant chan-
nel according to a first-order time varying autoregres-
sive (AR) process [22, 23]

h; =A; 1hi 1 +viq, 1=1,2,..,1, (2
where A;_; = diag(ai,m, Q1,25 -y 012;17]\7) is the
frequency response state transition matrix in the (i —
1)th slot and v;_; € CN*! stands for the model er-
ror, whose elements are additive Gaussian noise with
means to be zero and variances to be o2, respectively.

The elementin A;_1, i.e. o, is the time-correlation
coefficient, which can be written into

aip == Jo(2m fqTh), 3)
where Jj denotes the zero-order Bessel function of the
first kind. Also, f; is the maximum Doppler frequency
shift, and the variance 02 = 1 — a? ensures that the
channel h; maintains the same power level.

The reason for (3) is that as the time-correlation
characteristics of different elements in the same RIS
are similar, we define «;, = «; for compact ex-
pression. Also, the time-correlation coefficient be-
tween the ith slot and the i'th slot, denoted by a@ =
Jo(2m f4|i — i'|T},), is mainly decided by |i — i’'|T},. In
our work, only the adjacent two slots, i.e. the (i — 1)th
slot and the ith slot are considered for the current ith
slot. Therefore, we can have o; = a = Jo (27 f4T}),
which is independent of 4.

Then, Eq. (2) can be rewritten as

hl':Oéhi_l—l—Vi_l, 221,2,,I (4)

2.2 Signal Model

In order to improve the estimation accuracy, a trans-
mission protocol is designed in this work, as shown
in Figure 3. A reference slot 7}, is divided into two
parts, where the head T}, symbols are dedicated for pi-
lot training and the subsequent 7y = T}, — T, symbols
are utilized for data transmission.

In the head 7T}, symbols, the RIS adjusts the reflec-
tion vector qb(j ) in the jth symbol in order to assist the
channel estimation. With the estimated CSI, the RIS
can obtain the optimized reflection vector 1; for data
transmission. Therefore, the reflection coefficient v,
keeps constant during data transmission.

T, } T
Pilot transmission ‘ Data transmission

/ \ \
/ \ \
/ \ \

; \
‘¢<1>‘¢<2>‘¢<3>‘ ‘¢<1;,>| ,(/)

Figure 3. Illustration of the transmission protocol, with the
head T}, symbols for pilot training and the subsequent Ty =
T}y, — T}, symbols for data transmission.

The received signal vector y') € CM*1 at the jth
symbol in the ith slot can be expressed as

v = VPG diag(¢! his; + wl

5
9 /B ding(h) 60 4w,
where P is the transmit power, and s; € C rep-
resents the training signal. Besides, WZ(»j) e CcMxl
stands for the complex Gaussian noise with zero
mean and unit variance. In addition, d)l(j )=
ﬁ[cbfjl) ,(;55]2) e ,qﬁg]]{/]H represents the reflection
vector of the RIS at the jth symbol in the ith slot,
whose element \qbf]g\ < 1 is the reconfigurable re-
flection coefficient on the nth reflective element. The
equation sign of (a) holds due to the fact that Va,b €
CN*1, diag(a)b = diag(b)a.
Define

[yl('l),yl@)a e

V Pt[¢§1)7 ¢Z('2)7 e >¢§Tp)]7

W; £ [WZ('I),WZ@), T 7W'L('Tp)]

¥,

Ll
[

and omit s; for the sake of simplicity. Then, Eq. (5)
can be rewritten as

Y; = Gdiag (h;) ®; + W,. (6)

Taking the transpose operation on both sides of (6),
we can obtain that

Y7 = ®Tdiag (h;) G* + W'
(7)
= ®/D, + W/,

where D; = diag(h;)G* € CV*M is the cascaded
channel to be estimated. Further, transforming the
vector into diagonal matrix on both sides of (4), we
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can rewritten (4) as
diag (hl) = adiag (hi—l) + diag (Vi—l) . (8)

After a few simple derivations, we can finally get the
state-space model, which is mathematically described
as

Y! = ®]D; + WY, ©)
D; = aD;_; + diag (Vifl) G*.

In the data transmission stage, the received data sig-
nal Y; at the ith slot can be expressed by

Y; = /PG diag(v,)h;x; + Q;
=+/P,GH diag(h;)vy,;x; + Q; (10)
PaD] p;x; + €,

where x; € C'*74 s the signal vector with the power
constraint of tr(xx;) = T;. Additionally, Py is the
data transmit power, and 1p; is the reflection coeffi-
cient vector for data transmission. €2; is the complex
Gaussian noise matrix whose element has zero mean
and unit variance.

Based on the estimated CSI f)i, the RIS reflection
coefficients can be optimized at the BS to maximize
the achievable rate, which is given by

opt _
1, = argmax

i

log |1+

T, P.Etx (D;D;
T, + Ty :

PEtr (f) D’

where 1~)i 2D, — ﬁi is the estimation error.

According to (11), it is straightforward to see that
the estimated cascaded channel D; is necessary for the
design of reflection coefficient vector and the data de-
tection; while the individual CSIs of User-RIS and
RIS-BS links are not a must for the channel estima-
tion. Our focus in this work is the channel estimation
design, and the optimization algorithm of the RIS re-
flection coefficients for data transmission remains to
be solved in future work.

III. CHANNEL ESTIMATION

In this section, the Kalman filter is utilized to estimate
the cascaded CSI by exploiting the channel correla-

tion characteristic. According to the minimum mean
square error (MMSE) criterion, the optimization of the
reflection coefficient is derived to improve the estima-
tion accuracy.

For the linear channel estimation methods, such as
least square (LS) and MMSE, only the CSI with the
current received training signal is exploited while ig-
noring the prior information. Although a good estima-
tion accuracy can be achieved with the linear channel
estimation in a time-invariant scenario, the outdated
CSI is always generated due to the mobility. In this
paper, to fully exploit the correlation, the Kalman fil-
ter is adopted to estimate the CSI with the current re-
ceived signal plus the previous signals. The main steps
for the Kalman filter based on (9) are summarized in
Algorithm 1, where the prior covariance is defined as
P, £ E{||D, — D;||%} and the posterior covariance is
defined as P; 2 E{||D; — D;||%}.

Algorithm 1. Kalman filter.
1: Initialization:
Initialize Dy = 0, and Py = M1y
2: Prediction:
Use 131‘71 to predict the cascaded CSI in the ith
slot, i.e. ﬁi = af)i,l;
Calculate the prior covariance, that is,
P, = o’P,_ + M(1 - o®)ly;
3: Optimization:
Calculate the Kalman gain matrix:
K; = P;®;(®7P;®; + MIz,)";
Calculate the posterior estimate:
D; =D, + K, (Y] — ®7D,);
Calculate the posterior covariance:
P, = (1-K;®))P

The MSE of the ith slot is defined as MSE; £
tr(P;), which is function of reflection matrix ®;.

In order to obtain the optimal reflection matrix ®;
to minimize the MSE, the optimization problem based
on ®; can be written as

min MSE; = tr <IA’Z> ,
i (12)
st tr (®;®) <T,P,.

Lemma 1. The optimal reflection coefficient matrix,
defined as ®;, satisfies <I>fl ®; = Plr,.

Proof. We first consider the MSE in the first slot, i.e.
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MSE;, which can be written as

MSE, = MN — M - tr (@{qr{ (77 + ITP)_l) .

(13)

Define X; as X; = ®!®}, and we can conclude

X; is a positive semi-definite Hermitian matrix. Then,
Eq. (13) can be further expressed by

MSE; = MN — M - tr (Xy(Xs +1Ir,)7") . (14)

It is known that for a Hermitian matrix A together
with its eigenvector b, there exists a unitary matrix U,
yielding A = Udiag(b)U. According to this prop-
erty, we can have X; = Ujdiag(b;)UZ, where b; is
eigenvector of X;. Then, Eq. (14) can be simplified
into

MSE; =MN — M -tr [diag (b;) (diag (b1)+1Ir,) "]

Ty b
=MN-M -
; bl,t +1

(15)

The optimization problem of (12) can be finally
rewritten into

Tp

. B b1
min MSE; = MN — M T
t=1
T (16)
s.t. Zblzt S Tth,
t=1

biy>0,t=1,2,--- T,

It is easily to know that (16) is a convex optimization
problem, and the corresponding Lagrangian function
is

T,

~ biy
L(by,\1)=MN —M 2
(1 1) ;bLt—Q—l

. (17)
— M [ D b -TP |,
t=1

where A; is the Lagrangian multiplier.
Next the Karush-Kuhn-Tucker (KKT) condition is

used here, which is summarized as

oL 1

Ty = _MW AL, t=1,2,...,T),
(18a)
TP
A Z by —T,P; | =0, (18b)
t=1
TP
Z by, —T,P, <0. (18¢c)
t=1

For (18a), we can obtain that the optimal by, de-
noted by by opt, should satisty

MO1iopt + 1) =M, t =1,2,....T), (19)

in which by ¢ can be further written into

| M
bl,t,opt = 71 - 1, t= 1, 2, ...,Tp. (20)

Then, two situations are investigated depending on
whether \; equals to zero or not. For A\; = 0, we can
have A1 (b1t 0pt +1)? = 0, which is violated with (19).
For A1 # 0, we can get EtTil b1+ = T, P;. According
t0 (20), by opt 1s finally expressed by

diag (b1,opt) = Pl 21

Therefore, the optimal X;, defined as X opt, 1S
given by

X1,0pt = Urdiag(by opt)UT = P, . (22)

For the subsequent time slots, i.e. 7 > 2, the pos-
terior covariance P;,i > 2 is exactly similar to P,.
As a result, we can straightforwardly draw the con-
clusion that the optimal solution of ®; should satisfy
<I>Z-T'I>;‘ = Plr,, 1= 2,---,I. Therefore, any matrix
with orthogonal rows of the same norm +/P; can be
regarded as the optimal solution of ®;. This conclu-
sion is also applicable for traditional LS and MMSE
estimators. The proof has been finished.

With the optimal ®; and 7}, = N, the MSE of the
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Kalman filter can be expressed by

MN

(23)

o 11-a%i>

where 3; and 3; equal to 3; = Pi1/Bi—1

2 and 5y = 1, respectively.

IV. NUMERICAL RESULTS AND DISCUS-
SIONS

In this section, we will present the performance evalu-
ations for our proposed reflection matrix with Kalman
filter through the numerical experiments. The results
are obtained over 5000 Monte Carlo trials. The trans-
mit SNR is defined as P/c2, and the number of pas-
sive elements in an RIS is NV = 64. In order to reduce
the overhead of channel estimation, the adjacent ele-
ments in the RIS are grouped into a sub-surface shar-
ing a common reflection coefficient due to the high
spatial correlation [15]. In our numerical experiments,
each sub-surface consists of 4 passive elements. It is
indicated that only N = 16 channels need to be es-
timated. The lengths of the coherence time for h and
G are assumed to be 7, = 50 and T,, = 500, respec-
tively. The mobile velocity of the user is assumed to be
300 km/h. The carrier frequency is 2.6 GHz. The opti-
mal reflection coefficient matrix is set to be a normal-
ized submatrix of the discrete Fourier transform (DFT)
matrix [24].

Specifically, we define the normalized MSE
(NMSE) as the performance metric, which is given by

|D; — D;||%

NMSE = E
D17

(24)

In Figure 4, the NMSE versus the time slot index
is given, where both the theoretical and numerical re-
sults are presented. As shown in Figure 4, the nu-
merical results are observed keeping consistent with
the theoretical curves with SNR being 0 and 10 dB.
The Kalman filter estimator utilizes the prior informa-
tion and the time correlation to estimate the CSI, and
hence we can find the NMSEs of both the theoretical
and numerical values decrease along with the increase
of time slot index. Moreover, the impacts of the re-
flection coefficient matrices on the NMSE are investi-

23
B

o . 10dB ]
o) o

A % % % %

®

O Theoretical, Optimal, SNR = 10 dB
—— Numerical, Optimal, SNR = 10 dB
—<&— Numerical, Random, SNR = 10 dB

o Theoretical, Optimal, SNR = 0 dB
102 ... Numerical, Optimal, SNR = 0 dB
¢+ Numerical, Random, SNR = 0 dB

1 2 3 4 5 6 7 8 9 10
Time slot index

Figure 4. NMSE versus time slot index for both theoretical
and numerical cases. Define M as the number of antennas
at BS, which equals to 8.

gated. The optimal reflection coefficient matrix and
the random reflection coefficient matrix are derived
from Eqgs. (22) and (12), respectively. It is seen that
the optimal reflection coefficient matrix significantly
outperforms the random reflection coefficient matrix,
and it can be proved by Lemma 1.

In Figure 5, we compare the estimation accuracies
among different channel estimators, where the tradi-
tional LS, MMSE [25] and the proposed Kalman filter
estimators are taken into our numerical experiments.
KF-MMSE and KF-LS stand for the Kalman filter’s
initialization based on MMSE and LS algorithms, re-
spectively. It can be seen from Figure 5 that the NM-
SEs of KF-MMSE and KF-LS decreases significantly
along with the increases of time slot index. Instead,
the NMSEs of MMSE and LS receive little impacts of
an increase in the time slot index. This is because the
Kalman filter utilizes the channel’s prior information
and channel correlation to improve the estimation ac-
curacy, and the LS and MMSE only exploit the current
channel.

Figure 6 shows the NMSE performance of differ-
ent channel estimators versus SNR. As observed from
Figure 6, the Kalman filter estimator owns the best per-
formance, while the LS has low estimation accuracy.
Meanwhile, the estimation error for all those estima-
tors reaches unanimity with the increase of SNR. This
is because that when SNR is low, the effect of noise
gives a dominant influence on estimation performance.
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100

—6— KF-MMSE
—+*—KF-LS

LS
—=—MMSE

1072

1 2 3 4 5 6 7 8 9 10
Time index

Figure 5. NMSE versus time index with different channel
estimators.

It is accepted that LS estimator is vulnerable to noise,
and thus we can find that it performs poorly in a low
SNR zone. MMSE and Kalman filter estimators can
suppress noise to a satisfying extent, exhibiting a low
NMSE. In the high SNR zone, the effect of noise can
be almost ignored, and hence we can observe the three
estimators converge the same NMSE.

10°

—o—KF
——LS
MMSE

NMSE

1078

0 5 10 15 20 25 30
SNR (dB)

Figure 6. NMSE versus SNR with different channel estima-
tors.

In Figure 7, the bit error rate (BER) performance is
investigated with different channel estimators, where
the quadrature phase shift keying (QPSK) modulation
and zero forcing (ZF) equalization are adopted. As
shown in Figure 7, we can observe Kalman filter es-

timator exhibits a better BER performance than the
MMSE estimator, as the Kalman filter always owns
much attractive estimation accuracy than MMSE in
time-variant channels. Also, it is seen the BER with
“M = 128” is much lower than the BER with “M =
8” and the slope of the former is steeper than that of the
latter due to the larger diversity gain can be achieved.

100
é M
=8
107 e 3
~ \\
« $
102} Sk
\Q N
\ Q M=128
o
o 103 ¢ = “
[a1] \
\
\
\
104 \ Q\
—6—KF,M=8 \\ \
—6—MMSE, M =8 Y \
109 Ideal, M = 8 R 3
—©-KF,M=128 N
— & ~MMSE, M =128 N
108 : : ! . ® . . .
10 -8 -6 -4 -2 0 2 4 6 8
SNR(dB)

Figure 7. BER versus SNR with different number of anten-
nas. In this numerical experiment, let the antenna number
at BS, defined as M, be 8.

V. CONCLUSION

In this work, we investigate the channel estimation
problem for the RIS-assisted wireless communication
system under a time-variant scenario. A feasible trans-
mission protocol is first proposed, and the cascaded
channel is modeled as a state-space model. Kalman
filter is employed in our model to estimate the time-
varying channel by tracking the channel correlation
and the channel’s prior information. Based on the
MMSE criterion, the optimal reflection coefficient ma-
trix is derived to improve estimation accuracy. Numer-
ical results prove that the proposed methods can bring
significant gain if compared with the traditional esti-
mators.
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