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Researchers typically need to filter several academic papers to find those relevant to their research. This filtering
is cumbersome and time-consuming because the number of published academic papers is growing exponential-
ly. Some researchers have focused on developing better recommender systems for academic papers by using ci-
tation analysis and content analysis. Most traditional content analysis is implemented using a keywordmatching
process, and thus it cannot consider the semantic contexts of items. Further, citation analysis-based techniques
rely on the number of links directly citing or being cited in a single-level network. Consequently, it may be diffi-
cult to recommend the appropriate paperswhen the paper of interest does not have enough citation information.
To address these problems, we propose a recommendation system for academic papers that combines citation
analysis and network analysis. The proposed method is based on multilevel citation networks that compare all
the indirectly linked papers to the paper of interest to inspect the structural and semantic relationships among
them. Thus, the proposed method tends to recommend informative and useful papers related to both the re-
search topic and the academic theory. The comparison results based on real data showed that the proposed
method outperformed the Google Scholar and SCOPUS algorithms.

© 2017 Elsevier B.V. All rights reserved.
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1. Introduction

Recommender systems have become popular and have begun to at-
tract increasing attention from both academia and industry [1]. Howev-
er, compared with other recommender applications, such as those for
books, movies, and music, fewer studies have examined recommender
systems for academic papers. Researchers typically need to filter a sub-
stantial number of academic papers to find those relevant to their re-
search. This filtering is cumbersome and time consuming because the
number of published academic papers is growing exponentially. Conse-
quently, there is an urgent need for efficient academic paper recom-
mender systems [2].

Previous studies have focused on finding better recommender sys-
tems for academic papers relevant to specific research topics. One of
the most commonly used recommendation approaches is collaborative
filtering. However, extensive studies indicated that this approach has
inherent problems, such as data sparsity and ratings imbalance [3]. To
address these problems, related recommendation techniques, such as
content-based filtering, network analysis, and information retrieval,
are being studied [4,5].
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Content-based filtering approaches create relationships between
items by analyzing their inherent characteristics. In most content-
based filtering systems for textual applications (e.g., academic papers),
item descriptions are keywords extracted from text. However, key-
word-based systems create numerous complications that originate
from natural language ambiguity. Further, keyword-based systems are
unable to capture the semantics of user interests because they are pri-
marily driven by string matching operations [6].

Citation networks based on citation-related connections within sci-
entific literature have been used to compute relatedness among aca-
demic papers. Link-based techniques, such as co-citation and
bibliographic coupling, measure relevance by focusing on neighbors.
Co-citation is the similarity measure for two papers cited together by
other papers, and bibliographic coupling is the similarity measure for
two papers that refer to the same paper. However, recommender sys-
tems that use link-based techniques cannot consider complex relation-
ships amongpapers because these techniques count the number of links
directly cited in single-level networks [7].

Selecting relevant academic papers is similar to information retriev-
al, an activity in which information resources relevant to the desired in-
formation are selected from amongst a collection of such resources. The
mainstream tool used for information retrieval research is ranking algo-
rithms. The PageRank algorithm, in particular, has been used to produce
a better global ranking of search results [8]. However, although
ystem using multilevel simultaneous citation networks, Decision Sup-
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PageRank can estimate the authority of a paper, one of its drawbacks is
that it ranks papers based on the citation count. Therefore, recent arti-
cles always score low and consequently are not recommended by the al-
gorithm [9].

1.1. Contributions of the paper

The main contributions of our research can be summarized as fol-
lows. First, we propose a novel recommendation system for academic
papers that combines citation analysis and network analysis. The pro-
posed method is based on multilevel citation networks that compare
all indirectly linked papers to the paper of interest to inspect the struc-
tural and semantic relationships among them. Ourmain research objec-
tive in this study is to consider the mutual relationships among the
papers in a broad network beyond a single level, and to evaluate the sig-
nificance of each paper through certain centralitymeasures. Second, the
lack of a citation count notwithstanding, the proposed method can find
influential papers using centrality measures that are derived from a ci-
tation network. Finally, we found that the proposed method
outperformed the existing methods, Google Scholar and SCOPUS,
based on user satisfaction data.We asked users to receive recommenda-
tions from these algorithms and rate the recommended item lists based
on their satisfaction with the results.

1.2. Organization of the paper

The remainder of this paper is organized as follows. In the related
work section, we review the academic paper recommendation ap-
proaches proposed in existing literature. In the proposed method sec-
tion, we detail our approach to academic paper recommendation by
using multilevel simultaneous citation networks. The experimental
evaluation section presents and discusses our experimental results
and evaluation. The last section concludes this paper.

2. Related work

2.1. Content-based filtering and collaborative filtering

Two types of algorithms are typically used in recommender systems:
collaborative filtering and content-based filtering [10]. Collaborative fil-
tering algorithmsmatch users in a system based on the similarity of the
past ratings provided by each user, and then recommend items that
similar users have liked. Collaborative filtering requires a matrix
consisting of user ratings for a particular item [11]. Therefore, collabora-
tive filtering cannot generate accurate recommendations without suffi-
cient initial ratings from users. This problem also occurs in the domain
of academic papers because it is very difficult to gather user score infor-
mation in digital libraries. To resolve this problem, researchers have fo-
cused their attention on creating a matrix of collaborative filtering
ratings from the citation web between academic papers. In this ratings
matrix, authors are represented as rows and papers as columns. Each
entry is a rating for certain papers that the authors have cited [12]. How-
ever, in many cases the authors have published papers in various tech-
nical fields or changed their areas of interest during their careers. For
example, a researcher who started his or her research activities in elec-
trical engineering may later write many papers about statistics. Thus, it
may be difficult to find a similar author group and recommend proper
papers to target users when a database contains many such cases.

Content-based filtering algorithms recommend items to users based
on their description [13]. Applications of content-based filtering in aca-
demic paper recommender systems rely on the ability to compare the
similarities of complete text or keywords because text-based features
are excellent for classifying papers [14]. The “related documents” func-
tion of SCOPUS is one example of a content-based filtering approach.
The SCOPUS system defines keywords for a research paper, and the
indexed keywords can be automatically imported as tags. Papers that
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contain one or morewords in commonwith those in the paper of inter-
est are returned as relevant. For the recommendation, the papers are se-
lected in the order of the highest matching frequency of the keywords
[15]. However, in some cases, text features are not as good at finding a
related paper. Although a paper may be conceptually similar to the
paper a user may be interested in, it may use a different vocabulary. In
this case, the relevant paper may be overlooked. Conversely, the same
word can be used in papers inmany different fields; this can then result
in the wrong papers being recommended to users. For example, “port”
is an endpoint of communication in a computer operating system.How-
ever, “port” also has other meanings in unrelated contexts; it can mean
“harbor” in the context of shipping, and it is also used to refer to a type of
wine.

2.2. Information retrieval techniques

PageRank is one of themethods that Google uses to evaluate the im-
portance of webpages to improve the quality of web search engines [7].
This algorithm has been widely applied not only to rank web search re-
sults, but also to recommend academic papers [16]. Google Scholar pri-
marily uses PageRank techniques to identify papers related to the paper
of interest. Quoting from https://scholar.google.com/intl/en/scholar/
about.html, “Google Scholar aims to rank papers the way researchers
do, weighing the full text of each paper, who it was written by, where
it was published, as well as how often and how recently it has been
cited in other papers” [17]. To provide recommendations, the “related
articles” function of Google Scholar presents a list of closely related pa-
pers, ranked primarily by how similar these papers are to the paper of
interest [18]. Although PageRank is a good method for determining
the authority of a paper, it tends to rank papers based primarily on the
number of citations. As a result, recent papers are always ranked low,
even when the paper is known as eminent literature. This is an impor-
tant limitation because recent papers may be important to researchers
who wish to understand current issues and to set research directions.
Bethard and Jurafsky [19] proposed integrating a keyword-based algo-
rithm and citation information for learning literature search models.
The main idea of their integrated approach is to look for similar terms
and topics among the articles. Therefore, they include the classic term
frequency-inverse document frequency (TF-IDF), which represents
both the user query and the word counts in document and latent
Dirichlet allocation (LDA). PageRank and citation count are only used
to boost the article.

2.3. Citation networks

Citation analysis, used in large applications such as patent analysis
and document analysis, refers references in one item to another item.
While the two approaches presented above are based on similarity,
the citation network is based on relational information. Therefore, it is
useful for understanding the relationship between subjects, the flow
of history, and publication trends [20]. The citation analysis of academic
papers in particular is important because it can directly reveal papers
closely related to the query paper. Several previous studies recom-
mended papers for a manuscript containing a partial list of citations.
Co-citation analysis, introduced by Small [21], is one of the first applica-
tions of co-occurrence. Small suggested that the more two papers are
related to each other, the more often they are co-cited. Liang [22] pre-
sented graph networks that show how the papers are connected
through citations. Connections are based on bibliographic coupling
and co-citation strength [23,24]. Once a graph was built, graph metrics
were used to find recommendation candidates. One or several input pa-
pers are given as the paper of interest and randomwalkswere conduct-
ed to find the most popular items in the network graph [25,26]

Much of the literature on citation analysis considers just one level,
directly linked to nodes [27]. However, in single-level analysis, the
ystem using multilevel simultaneous citation networks, Decision Sup-

353 خودت ترجمه کن : 

https://scholar.google.com/intl/en/scholar/about.html
https://scholar.google.com/intl/en/scholar/about.html
https://doi.org/10.1016/j.dss.2017.10.011


Fig. 2. Example of a multilevel citation network with six levels.
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relationship between indirectly connected papers cannot be
comprehended.

3. Proposed method

3.1. Overview of proposed recommendation method

We propose a recommender systemwith a multilevel simultaneous
citation network (MSCN) for paper references.MSCN considers the rela-
tionship among the papers in a broad area and evaluates the signifi-
cance of each paper through certain centrality measures. Centrality
identifies the most important papers within the network. The process
for the proposed MSCN comprises three steps: (1) generation of multi-
level citation networks, (2) selection of candidate papers, and (3) deter-
mination of ranking of each candidate paper for final recommendation.
An overview of the procedure for the proposed recommendationmeth-
od is shown in Fig. 1. First, we initially generate a directional multilevel
citation network containing the papers that have a citation relationwith
the paper of interest. Once we generated the multilevel citation net-
work, we computed a candidate score for each paper (i.e., each node
of a multilevel citation network) to select for candidate papers. After
the paper is determined to be relevant from the candidate scores, we
calculate the average rank that can be used for final recommendation.

3.2. Generating multilevel citation networks

References are a list of cited papers appearing at the end of academic
papers. The relations among papers are “cites” and conversely, “cited.”
Graphs describing these relationships are citation networks [28]. Fig. 2
shows an example of a multilevel citation network with six levels. The
nodes represent papers and the links represent citations with direction.
Beginning with paper of interest, I, we use its reference list to start a ci-
tation network. “Backward” is the name used to identify citation rela-
tionships for papers cited by I, and “forward” is the name used to
identify citation relationships for papers citing I. Therefore, the level of
a multilevel citation network is the sum of all levels in the backward
and forward directions. The paper of interest cites three papers and is
cited by four papers. Traditional citation analysis would only utilize a
single-level network to consider the directly linked papers. In our pro-
posedmethod, we extend the network tomultiple levels. In the present
study, we initially generate the multilevel citation network up to ten
levels. We thought that ten is generally acceptable because using
more than 10 levelswould include themajority of papers,which are un-
related to the paper of interest.

3.3. Selection of candidate papers

Once we generated the multilevel citation network, we computed a
candidate score for each paper (i.e., each node of a multilevel citation
network) to select candidate papers. Candidate scores are calculated
for all papers appearing in the multilevel citation network to quantify

 

Fig. 1. Overview of the proposed MSCN recommendation method: (a) generation of multileve
each candidate papers for final recommendation.
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their relevance with the paper of interest. Two different citation rela-
tions between papers have been used to measure their similarity;
namely, bibliographic coupling and co-citation. Bibliographic coupling
is a measure of the similarity between two papers that refer to the
same paper, whereas co-citation is the similarity measure for two pa-
pers cited together by other papers [29].

Fig. 3 illustrates bibliographic coupling and co-citation, showing that
papers A and B both cite papers 1, 2, and 3.

Their bibliographic coupling strength (B.C strength) can be calculat-
ed as follows:

B:C strength A;Bð Þ ¼ ∑n
k¼1B:C Ak;Bkð Þ;

B:C Ak;Bkð Þ ¼ 1; if paper A and B cite paper k;
0 otherwise;

� ð1Þ

B. C(Ak,Bk) is one if papers A and B cite paper k. In Fig. 3, the B.C
strength for papers A and B is three. For papers C and D, which are
both cited by papers 1, 2, and 3, and have a co-citation, the co-citation
strength (C.C strength) can be calculated as follows:

C:C strength C;Dð Þ ¼ ∑n
k¼1C:C Ck;Dkð Þ;

C:C Ck;Dkð Þ ¼ 1; if paper C and D are cited by paper k;
0; otherwise;

� ð2Þ

C. C (Ck,Dk) is one if paper k cites papers C and D. In Fig. 3, the co-ci-
tation strength for papers C and D is three. The purpose of B.C strength
and C.C strength is not to analyze the indirect relationship between
the papers in a multilevel network, but to find the papers related to
the paper of interest in a single-level network. Therefore, B.C strength
and C.C strength of papers A and C are calculated independently.
l citation networks, (b) selection of candidate papers, and (c) determination of ranking of

ystem using multilevel simultaneous citation networks, Decision Sup-
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Weproposemerging these twomeasures to reflect both characteris-
tics by defining the following candidate score (C-score):

C−score Pð Þ ¼
Pn

J¼1 B:C strength P; Jð Þ þ C:C strength P; Jð Þð Þ
d I; Pð Þ : ð3Þ

In the C-score, the numerator represents the similarity of two papers
based on citation information, and the denominator is the distance be-
tween the paper and the paper of interest on the network. Therefore,
C-score can be considered to be a combination of citation analysis and
network analysis. The numerator is the sum of the bibliographic cou-
pling strength and co-citation strength of paper P. J represents all papers
except paper P, which is a target of the C-score. The C-score measures
how strongly P is related with other papers, J, in both aspects. Thus, a
high value of this numerator is an indication that P has a related subject
matter with its neighbors. On the other hand, a low value indicates that
P is not relevant to the contents of other papers. The C-scores consider
the relevance of P with not only J, but also I. The denominator of the
C-score determines the boundary of the research area,which has papers
that are more relevant and closer to I. d(I,P) is the distance, considered
to be thenumber of links between I and P. Themore distance there is be-
tween them, the more indicative that the topic or domain field of the
two papers is different.

Table 1 shows an example of how the C-scores for papers P5, P20, and
P24 are calculated in the seven-level citation network displayed in Fig. 4.
For example, the B.C strength of P5 is two ([P5, P8→ P1], [P5, P6→ P2]) and
the C.C strength of P5 is six ([P5, P1← P8], [P5, P4← P8], [P5, I← P8], [P5, I←
P9], [P5, I ← P10], [P5, I ← P11]). The sum of the B.C strength and the C.C
strength is eight, which is the numerator value of the C-score of P5.
The denominator value of the C-score of P5 (d(I,P)) is two because the
number of links between paper of interest I and P5 is two. For example,
P5 and P20 have the same value for the total similarity. However, the C-
score of P20 is lower than that of P5 because P20 is farther than P5 from
paper of interest, I. This means that the degree of similarity of P5 and
P20 with their neighbor papers is the same, but P5 is more dissimilar to
the user topic than P20. On the other hand, although P5 and P24 are at
the same distance, P24 has a lower C-score because the total similarity
of P24 is lower than that of P5. The papers with low C-scores tend to be
isolated from the network community. In this case, P24 is likely to be
Table 1
The calculation of candidate score values for papers P5, P20, and P24.

Paper B.C strength C.C strength Total similarity d(I,P) C-score

P5 2 6 8 2 4.0
P20 2 6 8 3 2.6
P24 0 1 1 2 0.3
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an irrelevant paper produced by self-citations and ceremonial citations.
Ceremonial citations are citations that were used even though the au-
thors did not read the cited publication [30]. In this way, the C-score is
calculated for each of the papers to quantify the degree of the relation-
ship between the paper of interest and all others. Having found the C-
scores of all the papers, candidate papers are selected. The number of
candidate papers is determined empirically. In this study, we selected
500 papers with large C-scores. Various experiments indicate that a
proper network size for a given problem is between 500 and 800. In ad-
dition, our experiments have shown that there is no significant perfor-
mance difference between networks of sizes 500 and 800. Networks
with less than 500 papersmay not accurately represent thefield. In con-
trast, networkswithmore than 800 papers are too complicated to use in
practice. The citation level for a network containing 500–800 papers
(nodes) is usually six to eight. Note that C-scores will not be used in fur-
ther steps because they are only used to determinewhether the paper is
relevant to paper of interest or not.

3.4. Determination of recommend papers

In the previous step, we selected 500 candidate papers ready for rec-
ommendation. A centrality analysis of the network is performed to ex-
amine the importance of each candidate paper (node) selected by the
preceding step [31]. The centrality measure suggests the significance
of individual papers due to their relationships with other papers [32].
We calculate four centralitymeasures (degree centrality, closeness cen-
trality, betweenness centrality, eigenvector centrality) of 500 candidate
papers to determine the most significant papers for recommendation.
This approach combines the concepts of citation analysis and network
analysis, because network analysis is performed only on the papers se-
lected by citation analysis.

The degree centrality (CD) is the most intuitive notion of centrality
[33]. The more neighbors a given node has, the greater its influence is.
We consider only the number of papers “cited,” called the in-degree
centrality:

CD Pð Þ ¼ d Pð Þ
n−1

; ð4Þ

where d(P) is the number of papers referring to paper P, and n is the
total number of papers in the network. A high value of the in-degree
centrality implies popularity.

The calculation of the degree centrality is limited by the number of
nodes that are directly connected to the paper, and indirectly connected
nodes are not included for themeasurement. We use closeness central-
ity (Cc) to analyze the global hub and authority. Closeness centrality is
based on the distance from a paper to all other nodes in the network,
and is defined as the inverse total distance. The idea is that a paper is
more central if it interactswithmore of the other nodes, and it is consid-
ered relatively important [34].

CC Pð Þ ¼ n−1X
J≠T

d P; Jð Þ ; ð5Þ

where n is the total number of papers in the network. Therefore, n−1 is
the minimum sum of distances for a paper that is adjacent to all other
papers. P is a target paper of Cc, and J is all papers except paper P.
d(P, J) denotes the distance between paper P and other papers J. A
node with high closeness centrality is located to the center.

Betweenness centrality (CB) is based on the number of shortest
paths passing through a vertex [35]. Vertices with high betweenness
are potential deal makers. They are in a special position because most
other nodes have to channel their communications through them. In
other words, this measure is the extent to which a paper is positioned
ystem using multilevel simultaneous citation networks, Decision Sup-
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on the shortest path between other pairs of papers:

CB Pð Þ ¼
X
J≠V≠P

gJV Pð Þ
gJV

; ð6Þ

where gJV is the number of links in the shortest route between paper J
and V, and gJV(P) is the number of links in shortest route between J
and V that pass through paper P. In the citation network, the papers
with closely related citations constitute one community. A paper linking
communities can control communication flow among communities,
and thus is important. Typically, research papers that influence papers
in various fields or that converge existing concepts tend to have a high
score. In other cases, nodes play the role of bridging theflow and change
in research trends.

Eigenvector centrality (CE) depends on the number of neighbor
nodes that are directly connected to a paper and the quality of the
neighbor nodes [36]. Eigenvector centrality measures the influence of
set BT containing all papers linking to paper P.

CE Pð Þ ¼ 1
λ

X
J¼BP

AP; Jx J ; ð7Þ

where AP, J is the adjacency matrix in which its element is one if J is
linked to P, and zero otherwise. xJ is the score of the eigenvector central-
ity of J, and λ is the eigenvalue of P. Eigenvector centrality measures not
only howmanypapers are connected to a paper, but also howmany im-
portant papers are connected to a paper.

The values of each of four centralitymeasures are converted to ranks
to combine them. Note that the ranges of the four centrality measures
described above are different. After the centrality values are converted
to ranks, all four centrality measures have the same scale [1,25]. Now
we use the following average ranks (AR) [37] that combines multiple
rankings yielded by Eqs. (4)–(7):

AR Pð Þ ¼ ∑M
k¼1 rankk Pð Þ

M
; ð8Þ

where M is the number of centrality measures, and rankk(P) is ranking
result with kth centrality measure on paper P.

Finally, candidate papers are sorted by the AR and the top-n papers
in the list are recommended to users. The number of n can be deter-
mined by numerous factors, such as the characteristic of the domain
field or the system environment.

4. Experimental evaluation

4.1. Experimental data and evaluation measure

We conducted experiments to evaluate the recommendation capa-
bilities of the proposed MSCN and compared it with Google Scholar
and SCOPUS. Google Scholar and SCOPUS are chosen as comparison
Please cite this article as: J. Son, S.B. Kim, Academic paper recommender s
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algorithms because they are the most recognized proprietary databases
for journal content and provide recommendation services to customers
[38].

Table 2 shows the eight academic papers that were selected as pa-
pers of interest in our experiments.

We chose papers 1, 5, and 6 because wewanted to compare the rec-
ommendation resultswhen a recent paperwas selected as a paper of in-
terest. The main reason we chose papers 1, 4, 7, and 8 primarily is
because we wanted to compare the recommendation results when an
eminent paper in a specific field was selected as the paper of interest.
We chose paper 3 mostly because we wanted to compare the recom-
mendation results when a highly cited paper was selected as the
paper of interest. Moreover, eight papers are selected from various
fields, including business, psychology, biotechnology, medical, and so-
cial science.

We performed a blind test to assess the validity of the proposed
method. For each paper of interest, we selected 500 papers as candi-
dates and recommended 25 papers to the user. From the recommender
system literature, we learn that performance evaluation is mostly con-
ducted by using fewer than 25 items because recommending too
many items can confuse users [39,40]. Twenty-four researcherswith ex-
pertise in the subjects of the papers provided their recommendations.
The titles, authors, year of publication, and journal names of the recom-
mended papers are provided to the experts. The experts determine
whether they are satisfied or not with recommended papers.

For evaluation, normalized discounted cumulative gain (NDCG) and
mean reciprocal rank (MRR) are used [41,42]. NDCG measures the per-
formance of a recommender system based on the graded relevance of
the recommended items.

NDCGp ¼ DCGp

IDCGp
; ð9Þ

DCGp ¼
Xp
i¼1

2r−1
� �
log 1þ ið Þ ; ð10Þ

IDCGp ¼
Xp
i¼1

1
log 1þ ið Þ : ð11Þ

NDCGp represents the total normalized gain accumulated at a partic-
ular rank p. DCGp is the total gain accumulated at a particular rank p. The
relevance value, r, of recommended item is binary; r∈{0,1}. It is set to
one if the user is satisfied with the recommended paper, or it is set to
zero otherwise. IDCGp generates the maximum possible DCG until
rank p for normalization. All NDCG calculations are then relative values
on the interval 0.0 to 1.0. In a perfect recommendation, the NDCG value
is one because DCGp will be the same as IDCGp.

Mean reciprocal rank (MRR) is widely used in the study of informa-
tion retrieval and measures the ability of a recommender system to
ystem using multilevel simultaneous citation networks, Decision Sup-
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Table 2
List of academic papers selected for experiments

Title Author Year Source Cited
by

1 Wafer classification using support vector machines Baly, R., Hajj, H. 2012 IEEE Transactions on Semiconductor
Manufacturing

33

2 A practical approach for interpreting multivariate T2 control chart signals Mason, R. L. et al. 1997 Journal of Quality Technology 295
3 Nonlinear dimensionality reduction by locally linear embedding Roweis, S. T.,

Saul, L. K.
2000 Science 11,052

4 Managing customer relationships through E-business decision support applications: a case of
hospital–physician collaboration

Kohli, R., et al. 2001 Decision Support Systems 165

5 The power of the “like” button: The impact of social media on box office Ding, C. et al. 2017 Decision Support Systems 0
6 A theory of social media dependence: Evidence from microblog users Wang, C. et al. 2015 Decision Support Systems 19
7 Geographic information systems as a marketing information system technology Hess, R. L. et al. 2004 Decision Support Systems 78
8 A literature network of human genes for high-throughput analysis of gene expression Jenssen, T. K. et

al.
2001 Nature genetics 974
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return a relevant item at the top of the ranking.

MRR ¼ 1
n
∑n

i¼1
1

ranki
; ð11Þ

where n is the number of users and ranki is the rank of the first correct
item.

4.2. Experimental results

4.2.1. Correlation between centralities
In our experiment, four centrality measures are used to determine

the most significant papers. Table 3 shows the correlation coefficients
between four centralitymeasures, includingdegree centrality, closeness
centrality, betweenness centrality, and eigenvector centrality.

The result indicates that the betweenness centrality and the eigen-
vector centrality are highly correlated, regardless of paper type. Further-
more, the degree centrality is highly correlated with the closeness
centrality, except in the case of paper 2.

4.2.2. Experimental results
In this section, we demonstrate the recommendation results from

experiments that used eight papers. Figs. 5 and 6 compare the perfor-
mances of Google Scholar, SCOPUS, and MSCN in terms of NDCG and
MRR. The x-axes indicate the top ranked N papers among the 25 papers.
The y-axes show the NDCG and MRR values calculated for the recom-
mended papers.

Overall, the proposed MSCN outperformed Google Scholar and
SCOPUS, except in the case of paper 7; In that case, Google Scholar per-
formed slightly better than the proposed MSCN. Note that NDCG and
MRR give more weight to the higher ranked papers, which are correctly
recommended to the users. To minimize the impact of ranking, we also
compared the average number of papers correctly recommended (re-
gardless of ranks). Fig. 7 shows the comparative results of three recom-
mendation methods for eight papers in terms of the average number of
papers correctly recommended to 24 researchers.
Table 3
Correlation coefficients between centrality measures.

CD-CC CD-CB CD-CE CC-CB CC-CE CB-CE

Paper 1 0.55 0.21 0.19 0.19 0.31 0.76
Paper 2 0.42 0.35 0.34 0.20 0.28 0.75
Paper 3 0.59 0.27 0.44 0.15 0.27 0.69
Paper 4 0.50 0.20 0.26 0.21 0.22 0.58
Paper 5 0.58 0.57 0.57 0.05 0.21 0.79
Paper 6 0.68 0.41 0.41 0.13 0.40 0.51
Paper 7 0.67 0.24 0.18 0.42 0.42 0.74
Paper 8 0.77 0.21 0.45 0.07 0.41 0.73
Average 0.59 0.31 0.36 0.18 0.32 0.69
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The results indicated that the proposed MSCN selected the most
number of papers that were correctly recommended to the users. The
keyword-based algorithm of SCOPUS suffers from some inherent prob-
lems [43,44]. For example, the keywords extracted from paper 1 such as
“support vector machine (SVM),” “prediction methods,” and “data
models” can be used in various fields. Although semiconductors are
the focus of paper 1,most of the recommended papers are in the pattern
recognition or bioinformaticsfields. In otherwords, paper 1 and the rec-
ommended papers have the SVM algorithm in common, but they have
different applications. In general, there are two types of relevant papers:
(1) papers related to algorithms and methods that are helpful for re-
searchers to solve certain problems; and (2) papers focused on a similar
research problem so that they are topically related. Superior recom-
mender systemsmust cover both cases. However, keyword-based algo-
rithms cannot distinguish between the two cases because they depend
exclusively on the frequency of keywords. Therefore, results from key-
word-based algorithms are often biased in favor of one type of relevan-
cy. Further, the keyword-based algorithms of SCOPUS find only papers
in which keywords frequently occur regardless of impact factor, status,
or credibility. For example, 88% of all the recommended papers for
paper 5 have never been cited, even if most of the recommended papers
were publishedmore than ten years ago. SCOPUS also performed poorly
because it relies exclusively on occurrences of individual keywords. The
extracted keywords form paper 3 are “locally,” “linear,” “embedding,”
“algorithm,” “dimension,” “reduction” and “data analysis.” Users expect
that the papers dealing with “locally linear embedding” algorithms for
“dimension reduction” in the “data analysis’” field are recommended
to them. However, SCOPUS ignores the semantic effects of word
combinations.

The performance of Google Scholar is worse than the proposed
MSCN. Papers 1, 5, and 6 are recent articles that were published after
2010. Google Scholar tends not to recommend suitable papers when a
recent paper was selected as the paper of interest. Google Scholar
tends to recommend papers that are published recently with a low cita-
tion count because the paper of interest does not have enough informa-
tion for recommendation. Note that the average citation counts of the
recommended papers from Google Scholar, papers 1, 5, and 6, is only
11.3. This result implies that when a recently published paper with
few citations is selected as the paper of interest, it confuses the ranking
algorithmused in Google Scholar that relies on citation information. An-
other limitation of Google Scholar ariseswhen and older paper is select-
ed as the paper of interest. In this case, most of the recommended
papers by Google Scholar were out of date. For example, none of the pa-
pers in recent decades were recommended by Google Scholar for paper
2, paper 4, and paper 8. Furthermore, recommended papers are highly
cited because citation counts significantly affect the ranking in Google
Scholar. When the paper of interest is famous and highly cited by
other papers, there is a strong possibility that a recommender system
will recommend such famous papers to users because highly cited
ystem using multilevel simultaneous citation networks, Decision Sup-
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papers are provided to users repeatedly. This phenomenon is called an
“over specialization” or “concentration bias” problem [45]. For paper 3,
which has the highest number of citations in our experiments, 25 pa-
pers recommended by Google were published in 1991–2009. The aver-
age number of citationswithin these papers was 3685. Most of these 25
papers are papers that deal with comprehensive contents, or very fa-
mous technologies. On the other hand, the 25 papers recommended
by the proposed method were published between 2000 and 2013, and
include a variety of papers including old and famous papers, papers
dealing with specific technologies, and recent papers with many cita-
tions. Furthermore, some studies also argue that Google Scholar can
be suitable for searching for standard literature, but less suitable in
searching for “gems” or paperswhose authors are advancing views con-
trary to those of the mainstream [46–48]. This is neither good nor bad,
but users should be aware of this bias because recently published but
important papers may be omitted because such papers tend to have a
low citation count. Therefore, Google Scholar may be inappropriate for
users who want to read recently published papers with high impact.

The performance of MSCN is superior to the others. We can draw
some inferences from our experiments. The citation analysis of MSCN
is balanced in its coverage of both types of relevancy because its refer-
ence list involves all papers that are related to the topic or to its basic al-
gorithms. Furthermore, when the paper of interest has high citation
counts, such as paper 3, the recommended papers fromMSCN are rela-
tively new ones with high citation counts, or less famous papers but
centrally important papers. We believe that it is suitable to use the pro-
posed method when searching for the papers in advancing views con-
trary to those of the mainstream. In addition, the lack of citation
Please cite this article as: J. Son, S.B. Kim, Academic paper recommender s
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counts notwithstanding, it is possible to find influential papers through
use of the four centrality measures derived from a citation network.
5. Conclusions

The vast amount of information currently available makes it difficult
for researchers to find the academic papers that are most relevant to
their current work or to the research field in which they are interested.
Consequently, considerable research is focused on developing efficient
academic paper recommender systems—defined as support systems
that help users find papers. Content-based filtering, collaborative filter-
ing, and information retrieval techniques have beenwidely used to con-
struct better paper recommender systems. However, these approaches
have limitations in that they cannot consider the mutual relationships
among papers because they use only the similarity of the contents. In
particular, some studies argue that content-based filtering and informa-
tion retrieval techniques ignore the quality and popularity of items in
academic paper recommender systems [4]. Citation analyses that use
the reference list of the paper provide more accurate and reliable infor-
mation because the authors can directly judge the relevance between
papers [17,49]. However, it is difficult to understand the relationship be-
tween papers by citation analysis alone, such as in bibliographic cou-
pling and co-citation measures, because the citation relation between
papers is very complicated. To address this problem, we propose the
multilevel citation network, which allows us to quantify direct, indirect,
and integral relations among papers. Furthermore, multilevel citation
networks can compare all the relevant papers more appropriately
ystem using multilevel simultaneous citation networks, Decision Sup-
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than single level networks to inspect structural and complex relation-
ships among papers.
Fig. 7. Average number of corre
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From our experimental results and analysis, we highlight the follow-
ing interesting findings and practical implications. Although PageRank
in Google Scholar is a good method for determining the authority of a
ctly recommended papers.
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paper, it tends to rank papers based largely on the number of citations.
For example, when a recently published paperwas selected as the paper
of interest, Google Scholar tended to recommend papers published re-
cently with a low citation count because a recent paper of interest
does not have sufficient citation information. This is a deficiency that
confused the ranking algorithm, which is based on citation information.
Moreover, when an old paper is selected as the paper of interest,most of
the recommended papers from Google Scholar are outdated. These re-
sults show that the PageRank technique originally designed for search
engines can create limitations when used in paper recommendations.
The proposed MSCN addresses this limitation by considering the rela-
tionship of “cite” and “cited by” equally. Consequently, the MSCN
tended to find satisfactory papers regardless of the publication date of
the paper of interest. The major limitation of SCOPUS is to consider
only the co-occurrence of keywords without reflecting the context of
the papers. SCOPUS recommended papers containing terminology or
names of methodologies from the paper of interest, evenwhen the con-
text of the paper was not related to it. On the contrary, the proposed
MSCN ensures quality and diversity of recommendation results because
the proposed method uses citation relationships that provide reliable
information beyond the feature similarity.

For future study, we would like to incorporate additional features
other than citation information into our recommender system. Al-
though citation information is important, it may be insufficient for
recommending the most appropriate papers. Additional features such
as authors and journals can be incorporated into each node to construct
more informative networks. Further, we will consider the number of ci-
tations in the body of the paper to measure the relationship between
the papers. If the paper of interest is cited multiple times in a particular
paper, then that paper is more likely to be related to the paper of inter-
est. However, our currentmethod does not reflect the number of papers
cited in the body of the paper because the method uses the reference
section for citation analysis. We believe that if the number of citations
in the body of the paper is included, our proposed recommendation
method can be improved and more meaningful, assuming that the
paper of interest is cited once in a specific paper. We will keep this
issue as the priority for future study.
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